
3498 VOLUME 57J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

The Life Cycle of Baroclinic Eddies in a Storm Track Environment

ISIDORO ORLANSKI AND BRIAN GROSS

Geophysical Fluid Dynamics Laboratory, Princeton, New Jersey

(Manuscript received 15 April 1999, in final form 1 March 2000)

ABSTRACT

The life cycle of baroclinic eddies in a controlled storm track environment has been examined by means of
long model integrations on a hemisphere. A time-lagged regression that captures disturbances with large me-
ridional velocities has been applied to the meteorological variables. This regressed solution is used to describe
the life cycle of the baroclinic eddies. The eddies grow as expected by strong poleward heat fluxes at low levels
in regions of strong surface baroclinicity at the entrance of the storm track, in a manner similar to that of
Charney modes. As the eddies evolve into a nonlinear regime, they grow deeper by fluxing energy upward, and
the characteristic westward tilt exhibited in the vorticity vanishes by rotating into a meridional tilt, in which
the lower-level cyclonic vorticity center moves poleward and the upper-level center moves equatorward.

This rather classical picture of baroclinic evolution is radically modified by the simultaneous development of
an upper-level eddy downstream of the principal eddy. The results suggest that this eddy is an integral part of
a self-sustained system here named as a couplet, such that the upstream principal eddy in its evolution fluxes
energy to the upper-level downstream eddy, whereas at lower levels the principal eddy receives energy fluxes
from its downstream companion but grows primarily from baroclinic sources. This structure is critically dependent
on the strong zonal variations in baroclinicity encountered within the storm track environment.

A second important result revealed by this analysis is the fact that the low-level vorticity centers that migrate
poleward tend to follow isotachs that closely correspond to the phase speed of the eddies. It is suggested that
the maximum westward momentum that the eddies deposit at lower levels corresponds to the phase velocity, a
quantity that can be estimated just from the upstream conditions. The intensity and direction of propagation of
these waves will determine the overall structure of the storm track.

1. Introduction

Storm tracks are defined as the regions where eddy
activity is the strongest. They are characterized by zonal
asymmetry—with a distinct entrance where surface bar-
oclinicity is strongest and eddies are generated; a large
middle region where the baroclinicity is weaker but bar-
oclinic eddy activity is strong and the amount of eddy
energy is largest; and a termination region where eddies
break, there is very low surface baroclinicity, and there
is virtually no eddy generation. A new picture is now
emerging of the role of highly transient eddies in storm
track environments, based on studies with observations
and GCMs. These studies suggest that baroclinic eddies
play a very important role in developing and maintain-
ing long-lived blocking structures (Illari and Marshall
1983; Nakamura et al. 1997) and are even able to shape
the quasi-stationary circulation of the storm tracks (Hos-
kins et al. 1983; Orlanski 1998, hereafter O98). The
forcing exerted by the high-frequency eddies on flow
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patterns of longer timescale is mainly due to the way
in which those eddies tend to decay or break in particular
regions of the storm track. The high-frequency eddy
kinetic energy and the forcing of the barotropic vorticity
in the Pacific storm track are shown in Fig. 1a. The
baroclinic eddies exert a cyclonic forcing at the western
poleward side of the storm track and anticyclonic forc-
ing at the eastern equatorward side of the storm track.
This forcing is consistent with the trough–ridge system
that characterizes the winter conditions at the entrance
and termination of the storm track.

These diagnostics indicate that these different regions
might support qualitative differences in the development
and decay of eddies. Most of our understanding of eddy
life cycles has emerged from investigations examining
normal modes on zonally symmetric jets. Nonlinear life
cycle experiments using the fastest growing linear bar-
oclinic normal modes on a basic zonal flow exhibit many
of the characteristics of observed midlatitude storms
(e.g., Simmons and Hoskins 1978, 1980; Balasubra-
manian and Garner 1997a,b; among others). Observa-
tional studies have concluded that the basic structure of
midlatitude baroclinic eddies are indeed very similar to
those of nonlinear baroclinic normal modes (Lim and
Wallace 1991; Chang 1993).
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FIG. 1. Vertically averaged eddy kinetic energy (color shading ev-
ery 30 m2 s22) and streamfunction tendency (contoured every 10 m2

s22; negative contours dashed) in the (a) observations [Dec mean
from 1980 to 1990, reproduced from Orlanski (1998)] and (b) nu-
merically simulated storm track. Both plots represent 200-day av-
erages. The streamfunction tendency is derived from the vertically
averaged high-frequency forcing, and high-frequency quantities were
derived using a 6-day high-pass filter, as described in Orlanski (1998).

However, considerable differences exist in the evo-
lution of the observed eddies in different regions of the
storm track. At the storm track entrance, eddy growth
may resemble the initial normal-mode evolution. How-
ever, Chang (1993) has shown with a regression analysis
on the observed data over the Pacific storm track that
eddies in the middle of the storm track can grow and
decay by fluxing energy downstream as suggested in
previous studies (Simmons and Hoskins 1979; Chang
and Orlanski 1993). Moreover, the abrupt zonalization
due to barotropic decay characteristic of baroclinic nor-
mal modes has been questioned by Simmons and Hos-
kins (1978) as quite unrealistic and uncharacteristic of
storm track termination.

It is assumed that the zonal asymmetries of the storm
track substantially modify the characteristics of baro-
clinic growth. Normal modes grow by pure baroclinic
process and decay by barotropic momentum fluxes,
whereas storm track eddies develop by a combination
of baroclinic processes and upstream energy fluxes and
could decay by a number of different processes, such
as momentum fluxes, wave breaking, and downstream
energy fluxing. It can be assumed then that neither the

growth nor decay stages of these eddies resembles nor-
mal-mode evolution. The focus of this paper will be an
examination of the characteristics of the growth and
decay of baroclinic eddies in a controlled storm track
environment.

2. Experimental setup

a. Atmospheric model

The results presented here were achieved by means
of numerical model simulations using the anelastic hy-
drostatic version of the Geophysical Fluid Dynamics
Laboratory ZETA model (Orlanski and Gross 1994).
This model employs a terrain-following vertical coor-
dinate based on physical height that provides higher
vertical resolution near the ground. The simulations
were performed in a channel consisting of an 18-km-
deep zonally periodic global latitude band bounded by
impermeable walls at 08 and 858N. The horizontal res-
olution is about 75 km, and the vertical resolution ranges
from 320 m near the surface to about 1 km near the
rigid lid. Physical processes include Laplacian horizon-
tal smoothing, surface friction that derives from a sur-
face stress based on a simple drag law and a first-order
closure scheme above the surface (Haltiner and Wil-
liams 1980, chapter 8), and vertical mixing using a dif-
fusion coefficient that depends on the local Richardson
number. The initial conditions for the simulations con-
sist of the zonally symmetric state, shown in Fig. 2,
which is characterized by a baroclinic jet, its associated
meridional potential temperature gradient, and nearly
uniform potential vorticity below the tropopause. The
shape of this jet is similar to that used by Simmons and
Hoskins (1979). Here, however, the jet profile is given
by U(w, z) 5 (U0 1 Lz){sin[p sin(w)]}, which is more
meridionally confined than the Simmons and Hoskins
profile in order to mimic the jet at the entrance of a
storm track. The maximum speed of the jet is about 70
m s21, which is faster than typically observed zonal
mean flows, but it corresponds well with the speed of
the zonal jet at the entrance of observed storm tracks.
The storm track simulations were run for 420 model
days, the last 200 of which are used to construct the
regressions and time means presented here.

b. Maintenance of the basic state

Near the upstream (western) boundary, placed in this
presentation at longitude 08, the basic state is maintained
by Newtonian damping within a sponge region that is
approximately 118 wide and confined between 208 and
708N. This appears sufficient to maintain a region of
baroclinicity in which eddies can develop. Periodicity
returns the flow to the basic state at the eastern end of
the channel, well beyond the termination of the storm
track. Additionally, within this sponge region the initial
state is continuously perturbed by a 1 m s21 meridional
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FIG. 2. Basic-state zonal wind (contoured every 10 m s21; zero contour heavy, negative values dashed)
and potential temperature (color shading in K). The heavy dashed contour corresponds to a time-mean zonal
wind of U0 ø 5 m s21, the approximate phase speed of the eddies in the storm track.

velocity variation at a longitude just downstream of the
western boundary and extending throughout the depth
of the domain. The velocity perturbation changes si-
nusoidally in time with a period of 105 s. Advection of
this perturbation out of the sponge region by the mean
flow provides a perturbation wavelength of about 3800
km. These perturbations act as seeds for baroclinic de-
velopment at the entrance of the storm track.

Traditionally, the basic state is maintained by zonally
symmetric interior forcing. This approach is not adopted
here so that the interior solution can freely respond to
the eddy forcing. Instead, the sponge maintains a flow
at the upstream boundary similar to the subtropical jet
that is commonly observed at the entrance of the storm
track. As a consequence, these experiments do not rep-
resent the true large-scale variability in which storm
tracks are imbedded, but rather they can be used to
examine the mutual dynamical forcing between baro-
clinic eddies and a zonal flow.

3. Life cycle as inferred from regression analysis

Chang and Orlanski (1993) previously attempted to
clarify the life cycle of baroclinic eddies in storm track
simulations. One of their main conclusions was that,
although eddies grow mainly by baroclinic processes at
the entrance of the storm track, as normal-mode studies
suggest, upper-level eddies near the middle of the storm
track can grow as a result of energy fluxes from up-
stream as well as from the surface baroclinicity. These
results seem to explain why the eddy kinetic energy
maximum is downstream of the maximum in baroclin-
icity.

One of the shortcomings of these earlier model studies
is that the simulated eddies tended to disperse energy
nearly uniformly in the zonal direction, without pro-
ducing a termination of the storm track itself, in con-
tradiction to observed behavior (O98). It is believed that
this failure was due to the Cartesian geometry of the
model. Recent normal-mode studies (Whitaker and Sny-
der 1995; Balasubramanian and Garner 1997a) have
shown dissimilar evolution of baroclinic normal modes
in spherical and Cartesian systems; the large-scale ed-
dies tended to break anticyclonically in the spherical
case and cyclonically in the Cartesian geometry. Since
the characteristic anticyclonic circulation at the termi-
nation of the storm track was never achieved in the
Cartesian geometry, anticyclonic wave breaking may be
paramount in terminating the storm track.

Here, a control simulation of a storm track was pro-
duced by running a hemispheric model in spherical co-
ordinates for 400 days and prescribing the meridional
structure of a jet in a confined longitudinal band rep-
resenting the entrance of the storm track. The eddy sta-
tistics for one of the experiments is shown in Fig. 1b.
A remarkable similarity of the idealized storm tracks
with the observed one can be noticed. Cyclonic and
anticyclonic breaking tend to produce a trough–ridge
system characteristic of observed storm tracks (O98).

In this presentation, the life cycle of these eddies
will be systematically analyzed by means of regression
analyses. Wallace et al. (1988) and Chang (1993),
among others, have established that an objective com-
posite of eddies in the storm track environment can be
constructed from a regression analysis. The regression
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FIG. 3. Regression with zero time lag of the cyclonic relative vorticity (light blue 3 3 1026 s21 and dark blue 7 3 1026 s21 isosurfaces),
surface potential temperature (color shading in K), surface wind (black vectors), ageostrophic geopotential fluxes at 10 km (magenta
vectors), and geopotential at 10 km (contours every 2190 m2 s22). The largest surface wind vector corresponds to about 8 m s21, and the
largest geopotential flux vector corresponds to about 1500 m3 s23. ‘‘P’’ denotes the principal eddy.

method used by Lim and Wallace (1991) and Chang
(1993) will also be used here. The regression coeffi-
cient XR(x, y, z, t ) is given by

1
X (x, y, z, t) 5 X(x, y, z, t)T (t 2 t), (3.1)OR EN t

where the regressed variable X represents the deviations
from the time mean and TE is the normalized reference
time series. In this definition the regression coefficient
XR carries the units of the regressed variable. Different
meteorological variables have been used to construct
the time series for the test function TE. Chang (1993)
found it convenient to use the meridional velocity at a
particular location for TE. His argument was that be-
cause the time series he used were not filtered in time,
the meridional velocity can better capture the high-fre-
quency eddies. However, when both phases of the me-
ridional velocity are included in the test function, the
cyclonic and anticyclonic phases of the wave are av-
eraged together, destroying the positional and structural
differences between these two phases. In order to pre-
serve these differences, the following test function was
chosen because it can discriminate between wave phas-
es:

21 V (x , y , z , t) if V . 00 0 0T (t) 5 (3.2)E 5var(V ) 0 if V , 0.

Additionally, this test function selects the eddies of larg-
est amplitude, which tend to produce frontal occlusion
and temperature roll-up at lower levels. Choosing the
negative phase in (2.2) gives generally similar regressed
fields, but with the corresponding change in sign and
characteristic shape.

A composite of cyclone evolution within a storm track
is depicted in Fig. 3, in which isosurfaces of cyclonic
relative vorticity, the surface potential temperature and
wind vectors, and upper-level energy fluxes and geo-
potential are displayed. All of these quantities are de-
rived from the regressed solution. The location of the
test function was selected by identifying the area of
intense wave breaking closest to the entrance of the
storm track, at a height of 4 km. This level was chosen
so that the characteristics of wave breaking could be
captured reasonably well at all levels. The test function
used in the following discussion is V 2(x0 5 1348E, z0

5 4 km, t), averaged over a 15-band centered at 52.58N.
Total fields in Fig. 3 (surface potential temperature

and upper-level geopotential) are constructed by adding
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the normalized regressed fields to their respective time
means. The normalization is achieved with a scaling
factor, chosen to reflect the structure in a typical large-
amplitude wave (examples will be shown below), which
at zero lag is characterized by a surface potential tem-
perature field that is on the verge of overturning me-
ridionally.1

At the entrance of the storm track, a growing eddy
is observed within which baroclinicity generates the
low-level vorticity. The vorticity surface is tilted west-
ward, a well-known feature of unstable baroclinic ed-
dies. As this system matures, the upper and lower rel-
ative vorticity centers undergo a rotation, during which
the low-level cyclone center moves poleward during its
roll-up, whereas the upper-level center moves equator-
ward. These features are apparent in the principal eddy,
centered at 1208 longitude and denoted by ‘‘P,’’ which
shows features typical of a mature eddy, including the
cold frontal structure behind warm (red) air advected
from the south, and the associated cyclonic surface cir-
culation. The open cone shape of the vorticity isosurface
at 10 km indicates that the upper-level vorticity has
considerable meridional structure, with its center south
of the surface center. As the low-level cyclonic circu-
lation rolls up the potential temperature field to produce
the gradient reversal in the poleward flank, energy fluxes
(magenta vectors) predominate at upper levels, consis-
tent with the downstream development mechanism.
These energy fluxes tend to be quite dispersive, that is,
with a considerable equatorward component, which pro-
duces an upper-level disturbance that tends to move
equatorward, as in the third vorticity center (referred to
hereafter as the downstream eddy). As will be discussed
below, the principal eddy and the downstream eddy can
be considered a distinctly nonmodal couplet, where the
principal eddy is maintained by baroclinicity and the
downstream eddy by geopotential fluxes from the prin-
cipal eddy. The anticyclonic shear on the equatorward
side of the jet shreds the downstream eddy, which breaks
anticyclonically. Inspecting different time lags in the
regression reveals that the downstream system will
evolve without further regeneration because at this point
in the storm track surface baroclinicity has been severely
depleted. In these experiments this is in part an artifact
of forcing baroclinicity only at the upstream boundary,
but these conditions are clearly evident in observations
(e.g., Hoskins and Valdes 1990; Orlanski 1998) that
show considerably less baroclinicity in the eastern half
of the oceans than in the western half. In the following
sections each of the important features shown in Fig. 3
will be more fully discussed.

It is satisfying that the regressed solution shown in

1 Since only one phase is used in (2.2), the amplitude of the re-
gressed field is half of that had both phases been used. A scaling
factor of 3 was chosen so that the regressed fields have an amplitude
corresponding to 1.5–2 standard deviations.

Fig. 3 captures most of the features of observed baro-
clinic development that have been collected from many
studies on the evolution of cyclones. The eddies within
the storm track start out as classic shallow Charney
modes, in which vertical fluxing of energy transforms
it into something resembling an Eady mode. As the
horizontal scale grows, upper-level energy fluxes pro-
duce downstream disturbances at upper levels that are
equivalent barotropic and that eventually elongate and
become shredded by the jet. The very weak surface
baroclinicity prevents the redevelopment of these upper-
level disturbances into full-fledged baroclinic waves.
These features nicely agree with Hoskins’s (1983) qual-
itative description of the stages of cyclone evolution,
but the experiments described here will clarify the rel-
evant mechanisms in these stages: linear growth; fol-
lowed by nonlinear cessation of growth leading to Ross-
by wave radiation upward and then equatorward; and
finally an absorption process akin to critical layer ab-
sorption on the tropical flank of then jet, which in our
case is represented by eddy elongation and shredding.

4. Evolution of the baroclinic eddies

a. The principal eddy

The principal eddy exhibits the characteristic struc-
ture of baroclinic development, as shown in Fig. 4. A
positive vorticity maximum located west of the maxi-
mum warm anomaly provides large poleward advection
of the positive temperature anomaly coupled with strong
equatorward advection of the cold-temperature anomaly
behind the front (Fig. 4a). The heavy weighting of very
strong systems by the test function used in this regres-
sion produces reversed temperature gradients in the ed-
dies at zero lag. In fact, the total potential temperature
gradient is reversed as well, as shown in Fig. 3. Further
evidence of baroclinic development is provided by the
large meridional heat fluxes depicted in Figs. 4b,c. Here,
very strong positive meridional heat fluxes at the surface
occur ahead of the cold front, while sinking cold air in
the trailing system provides a weaker positive heat flux.
At upper levels, the vorticity center associated with the
principal eddy also has poleward heat fluxes to the east
due to warm air ascending ahead of this eddy. Cold-air
descent within the eastern half of the downstream ridge
also provides positive heat fluxes. The heat fluxes as-
sociated with this mature eddy are already smaller than
at earlier times, when the eddy was rapidly developing.
The extrema in vorticity and heat flux at the surface
(Fig. 4b) are oriented in a northwest direction, while
those at 10 km (Fig. 4c) are oriented in a northeast
direction. Assuming that the phase velocity vector is
perpendicular to this orientation suggests that at low
levels the system propagates to the northeast, while at
upper levels they will move to the southeast.

One of the interesting features revealed by this re-
gression is the fact that the westward tilt of the principal
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FIG. 4. (a) The regressed surface potential temperature anomaly (color shading in K) and wind
at 0 lag. The largest surface wind vector corresponds to about 8 m s21. Only a portion of the
model domain is shown. (b) The regressed surface meridional heat flux (color shading in m s21

K) and relative vorticity (contoured every 6 3 1026 s21; negative contours dashed). (c) The same
as (b) but at 10 km. ‘‘P’’ denotes the principal eddy.

eddy required for baroclinic intensification rotates into
a meridional tilt as the eddy grows. This rotation may
in fact comprise a fundamentally nonlinear aspect of
baroclinic instability. These features are clearly seen in
a two-dimensional depiction of vortex rotation (Fig. 5).
Also apparent in this figure is the distinct poleward prop-
agation of the surface cyclone and the equatorward
movement and meridional extension of the eddy at upper
levels.

One way to interpret the movement of surface lows
northward and upper-level highs southward is by means
of a simple quasigeostrophic argument (Hoskins 1976;
Hoskins and West 1979). The depletion of baroclinicity
will by geostrophic adjustment produce surface west-
erlies and upper-level easterlies. This modification of

the zonal wind is consistent with enhanced low pressure
to the north at the surface and enhanced low pressure
to the south at upper levels. From the eddy’s perspective,
this displacement can be viewed as a rotation of the
westerward tilt at the initial stages of eddy development
into a meridional tilt in the mature phase of the system.

This description of the rotation of the westward tilt
into a meridional tilt can be interpreted using an in-
spection of the vorticity budget, which clarifies the
physical mechanisms behind the movement and inten-
sification of the principal vortex. At the surface, ad-
vection of regressed vorticity by the mean flow simply
moves the eddy eastward, but at a speed less than the
phase speed of the wave (here empirically determined
to be U0 ø 25 m s21). However, as shown in Fig. 4b,
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FIG. 5. The cyclonic relative vorticity at the surface (color shading in 1025 s21) and at 10 km
(contoured every 0.5 3 1025 s21) at the lags (in days) indicated by the labels.

FIG. 6. (a) Total relative vorticity tendency (color shading in 1029 s22) and relative vorticity
(contoured every 6 3 1026 s21) at (a) the surface and (b) 10 km. ‘‘P’’ denotes the principal
eddy.

the heat flux convergence and the associated increase
in vertical stretching has a maximum to the northeast
of the principal eddy, and the fluxes themselves are
oriented in a poleward direction. Nonlinear vorticity
fluxes, composed of nonlinear advection and self-in-
duced stretching, also enhance cyclonic vorticity to the
northeast. These terms combine to steer the surface eddy
in a northeastern direction, as shown in Fig. 6a, at a
speed corresponding to the phase speed of the wave.

At upper levels, advection by the mean flow moves
the eddy eastward as at the surface, but at speeds greater
than the phase speed of the wave. The flux of mean
absolute vorticity by the regressed velocity compensates
the mean advection, so that the upper-level wave prop-

agates at the phase speed. Nonlinear advection provides
weak positive (cyclonic) tendencies northeast of the
eddy and negative (anticyclonic) tendencies to the
southeast. This will promote the elongation of the upper-
level eddy into a more north–south orientation. The total
tendency is shown in Fig. 6b.

b. The development of the couplet system

One of the most important features seen in the re-
gressed upper-level vorticity (Fig. 4c) is that the stron-
gest vorticity is not associated with the principal eddy
but rather is associated with the cyclonic eddy down-
stream of the principal eddy. Figure 3 shows strong
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FIG. 7. Ageostrophic geopotential flux vectors and the relative vorticity (color shading in 1025

s21) evaluated at 10 km. The longest flux vector corresponds to about 1000 m3 s23. ‘‘P’’ denotes
the principal eddy.

ageostrophic geopotential fluxes2 directed across the up-
per-level ridge directly downstream of the principal
eddy and converging into the downstream cyclone, sug-
gesting downstream development as the mechanism for
vorticity generation in this eddy (Simmons and Hoskins
1979; Orlanski and Sheldon 1993). This is clarified in
Fig. 7, which shows these fluxes in more detail and
depicts a very strong southeastward geopotential flux
that converges into the downstream eddy. The devel-
opment due to ageostrophic flux convergence is en-
hanced by baroclinic development as indicated by the
positive heat fluxes due to sinking cold air, shown in
Fig. 4c.

The source of these upper-level geopotential fluxes is
clearly the principal eddy. The baroclinic development
of the principal eddy is converted into kinetic energy
in the downstream eddy via geopotential fluxes at upper
levels. If significant low-level baroclinicity is present,
the downstream eddy will fully develop into its own
baroclinic eddy. However, when this baroclinicity is ab-
sent or severely depleted, as is the case here because of
continuous erosion by the eddies, ageostrophic fluxes
from the downstream eddy converge upstream into the
principal eddy at the surface, leaving the downstream
eddy as an equivalent barotropic disturbance. This pos-
itive feedback results in the two eddies growing as a
couplet. This description of a distinct mode of baroclinic
development clearly cannot be captured by normal mode
analysis. It should be noted that the strong equatorward
direction of the ageostrophic fluxes is reminiscent of
that found in barotropic waves emanating from a mid-
latitude source. On the sphere, these waves tend to prop-
agate in the downstream and equatorward direction

2 The ageostrophic geopotential flux is the only component of the
total flux that has a divergent component and, so, is the only com-
ponent that contributes to the eddy kinetic energy tendency (Orlanski
and Sheldon 1993).

(Hoskins and Karoly 1981). Here, the downstream wave
also behaves like an upper-level barotropic wave and
will likely remain so unless it can tap into surface bar-
oclinicity. This point will be addressed further below.

This energy cycle discussed in the previous section
is illustrated in Fig. 8, which shows the downstream
fluxes at upper levels and upstream fluxes at lower lev-
els. There is strong downstream convergence of these
fluxes at upper levels and upstream convergence at low-
er levels, although in the surface anticyclone there is
also a strong cyclonic component to these fluxes that
does not contribute to its convergence. The vertically
integrated flux is downstream.

The interaction between the upstream and down-
stream eddies in forming the couplet can be clearly seen
by examining the maximum amplitude of the upper- and
lower-level vorticity in these eddies as a function of the
lag, as shown in Fig. 9. It is strikingly apparent that the
upstream eddy has the largest surface vorticity, and the
downstream eddy has the largest upper-level vorticity,
over the entire life cycle of the couplet. Further, the
growth pattern in the vorticity shown in Fig. 9 is con-
sistent with the description presented above of couplet
development in terms of ageostrophic geopotential flux-
es.

The couplet described here is clearly the principal
feature in the regressed fields. However, there are often
active eddies evolving both upstream and downstream
of a couplet, but these eddies seem to be uncorrected
in the long-term regression. Nevertheless, the charac-
teristic structure of the couplet can be identified in spe-
cific instances in the storm track simulation. For ex-
ample, a Hovmoeller diagram of the upper-level geo-
potential over a 15-day period is shown in Fig. 10, in
which at least two trough–ridge–trough systems can be
identified. The instantaneous three-dimensional struc-
ture of the couplet at day 293 of the storm track sim-
ulation is shown in Fig. 11. The similarity between the
principal eddies, the downstream vorticity columns, and
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FIG. 8. Regressed eddy kinetic energy (color shading in m2 s22), ageostrophic geopotential
flux vectors, and ageostrophic geopotential flux convergence (contoured every 1 3 1023 m2 s23)
at (a) the surface and (b) 10 km. Note that the fluxes are scaled by one-third compared to those
shown in Fig. 7. The longest flux vector corresponds to about 1000 m3 s23.

FIG. 9. Maximum regressed relative vorticity as a function of lag
for the principal eddy (red curves) and downstream eddy (blue curves)
at upper levels (solid) and the surface (dashed).

the upper-level geopotential fluxes in the regressed fields
shown in Fig. 3 and instantaneous fields shown in Fig.
11 is remarkable and corroborates the description of the
couplet provided above.

The identification of a couplet structure, consisting

of a ridge surrounded by two troughs, is one of the
principal results of this analysis. As shown in Fig. 3,
the western trough in the couplet is maintained by low-
level baroclinicity (Fig. 4b) and the downstream trough
by ageostrophic geopotential flux convergence. This
couplet structure can be compared to what synopticians
refer to as a building ridge, which in the present sim-
ulation moves at the baroclinic phase speed. One can
conjecture that the couplet structure could act as a seed
for an ‘‘omega’’ block, in the following way. If these
systems are intense enough and have depleted the low-
level baroclinicity, and the structure is mostly baro-
tropic, the upstream lower-level fluxes can compensate
the upper-level downstream fluxes, producing zero net
energy dispersion from the system, thereby creating a
very robust, long-lived feature. This issue will be ad-
dressed further in a subsequent paper.

Lee and Held (1993) have discussed the formation of
baroclinic wave packets within zonally symmetric storm
tracks. In these packets, the upstream eddy fluxes energy
into the downstream eddy, which becomes large only
when the upstream eddy starts to decay. However, in
the couplet, the upstream and downstream eddies grow
simultaneously, and indeed the downstream eddy is
stronger in this case throughout the growth of the sys-
tem. This characteristic is strikingly clear in individual
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FIG. 10. Hovmoeller diagram of the perturbation geostrophic streamfunction at 10 km (color shading in
m2 s22) meridionally averaged over the latitude band 408–558N, for a 15-day period in the storm track
simulation. The dashed line at day 293 corresponds to the time shown in Fig. 11.

events, in which, for example, the surface vorticity in
the couplet is larger in the upstream wave at all times,
whereas the upper-level vorticity is largest in the down-
stream wave. This also is clear even in the regression
(Fig. 3), which would tend to diminish the amplitude
of the downstream eddy as it is farther from the re-
gression point. Moreover, these results suggest that there
is a distinct difference between a regime that supports
wave packets and one that does not. Since the upper-
level downstream eddy tends to propagate equatorward
in the absence of significant surface baroclinicity, it will
suffer strong stretching as it reaches the subtropical crit-
ical layer. This will prevent the formation of wave pack-
ets. However, a supply of surface baroclinicity along
the path of the storm track will inhibit meridional mi-
gration of the eddies and may promote baroclinic de-
velopment and subsequent formation of wave packets.

5. Eddy decay in the storm track

The three-dimensional depictions of the regressed
vorticity and potential temperature shown in Fig. 3.
demonstrate that as the cyclonic vorticity intensifies, the
potential temperature wraps around the vortex as the
mean baroclinicity is diminished when warm air is ad-
vected northward ahead of the eddy and cold air is ad-
vected southward behind it. However, the regression is
a weighted average, and the description of the eddy
evolution should be verified in individual events that
compose the regressed fields. A time sequence of the
instantaneous low-level potential temperature for a pe-

riod of 9 days is shown in Fig. 12. The intense roll-up
of individual eddies is obvious, as is the strong poleward
movement of the cyclonic centers. The characteristics
of the flow that promote this intense roll-up are con-
sidered here.

The surface potential temperature is governed by

]u u ]u y ]u
5 2 2 (5.1)

]t a cosw ]l a ]w

in the absence of dissipation. It is easy to see that where
the meridional gradient of potential temperature van-
ishes, zonal potential temperature advection must ac-
count for the movement of the system at the wave phase
speed C 5 U0; ]u/]t, which is essentially due to move-
ment of the system at the wave phase speed C 5 U0,
must also be equal to

]u U ]u u ]u05 2 5 2 , (5.2)
]t a cosw ]l a cosw ]l

so that at that point, the particle velocity must equal the
phase velocity of the wave. A similar argument was
considered by Orlanski and Bryan (1969) when inter-
preting the vertical breaking of gravity waves. That this
is the case is shown by the coincidence of the 25 m s21

contour of zonal velocity (u 5 U0) and the point in the
low-level potential temperature field where the merid-
ional gradient vanishes in Fig. 13. The signature of the
individual critical regions is clearly seen in the time-
mean flow as well, and indeed the regressed vorticity
centers approximately follow the 25 m s21 time-mean
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FIG. 11. As in Fig. 2, except the model variables at day 293 of the storm track simulation are shown. The value of the perturbation
relative vorticity isosurface is 7 3 1025 s21.

zonal velocity contour (u ø U0), as seen in Fig. 13a.
It is worth noting that linear theories of critical layers
emphasize the time-mean flow characteristics, but these
characteristics actually reflect the persistent collocation
of local critical regions with temperature roll-up in in-
dividual eddies.

The surface vortex moves poleward and westward
relative to the maximum temperature anomaly, a com-
mon feature of mature baroclinic eddies. This behavior
can be explained by noting that at low levels the vor-
ticity, as distinct from the potential temperature anom-
aly, requires stretching for it to propagate at the phase
speed of the baroclinic system because the particle ve-
locity at the vorticity center is smaller than the phase
speed. The poleward movement is simply due to heat
fluxes that move the region of stretching poleward.
However, the westward displacement of the vorticity
center occurs only as the vortex matures. At this stage,
the potential temperature will commence rolling up,
thereby shrinking the baroclinic forcing by reducing the
source of stretching. As a consequence, the speed of the
vortex center will be reduced from the phase speed and
will be displaced slightly westward relative to the po-
tential temperature anomaly. It is clear that the particle

velocity will saturate at speeds close to the phase ve-
locity south of the cyclonic vorticity centers.

When the low-level temperature rolls up, the baro-
clinicity is depleted, thereby preventing any further
growth of the surface vorticity. As a consequence, the
upper-level vorticity disconnects from the surface fields.
However, the upper-level disturbance may still be char-
acterized as an edge wave with an associated potential
vorticity (PV) anomaly, which continues to propagate
at the phase speed U0. Depending on how much the
wave radiates equatorward, it may reach upper-level
critical layers where it can develop zero meridional po-
tential vorticity gradients on isentropic surfaces. Since
the jet at upper levels is stronger than U0, it is expected
that the isotachs of u 5 U0 will bound the storm track
over its entire length. Where the potential vorticity con-
tours cross this isotach, it is expected that ]PV/]y 5 0
or the meridional velocity y is zero. An example of this
can be seen in the time sequence of upper-level PV
shown in Fig 14. The PV at 320 K is shown at the times
corresponding to those shown in Fig. 12, and there is
a remarkable correspondence between points where
]PV/]y 5 0 and isotachs corresponding to the wave
phase speed.



1 NOVEMBER 2000 3509O R L A N S K I A N D G R O S S

FIG. 12. Instantaneous depictions of the surface potential temperature (color shading in K) and zonal wind
(25 and 30 m s21 contours) at (a) t 5 225, (b) t 5 227, (c) t 5 229, (d) t 5 231, and (e) t 5 233. The
entire model domain is shown.

According to the previous discussion, it follows that
since vortex roll-up at lower levels occurs when the
zonal wind is close to the phase speed of the baroclinic
eddies, the time-mean zonal wind at the lower levels
will be closely related to the phase speed of these eddies.
However, the baroclinic phase speed U0 could be in
principle determined by upstream conditions using a
simple linear analysis of the stability of the basic-state
jet. Usually, this phase velocity corresponds to the me-
ridional average of the jet at the so-called steering
height. In this sense, upstream conditions could provide
a powerful direct predictor of the lower-level down-
stream conditions, because the maximum surface wind

in the middle of the storm track will closely correspond
to the phase speed of the eddies so determined. How-
ever, it should be pointed out that in different normal-
mode studies (e.g., Simmons and Hoskins 1978, 1980;
Balasubramanian and Garner 1997a,b) the low-level ve-
locity attained in these simulations is much larger than
the normal-mode phase velocity (about twice as much).
In fact, Simmons and Hoskins (1978) showed that the
maximum velocity is attained very abruptly when the
deep normal mode collapses and and becomes more
zonal, at which point most of the accumulated eddy
energy in the normal mode is deposited into the zonal
flow. This is a very unrealistic feature of the decay of
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FIG. 13. The regressed cyclonic relative vorticity (color shading in
1025 s21) corresponding to the indicated time lags and the mean zonal
wind (contoured every 10 m s21; zero contour heavy, negative values
dashed) at (a) the surface, (b) 4 m, and (c) 10 km.

normal modes. The ability of baroclinic eddies in a
storm track environment to decay by fluxing energy
downstream produces barotropic upper-level eddies that
can propagate eastward and equatorward as a neutral
barotropic wave where they decay by shredding into
quasi-stationary zonal anomalies. Here, this decay pro-
duces a low-level zonal wind that corresponds quite
closely to the baroclinic phase speed, as shown in Fig.
15, in which the isotach of U0 extends to the surface
and is nearly barotropic on the poleward side of the jet
(cf. Fig. 4).

On the equatorward side of the jet, horizontal shear
will shred the PV and the wave will strongly dissipate,

depending on how far equatorward the wave has pro-
gressed. At lower levels, the beginning of the roll-up is
highly nonlinear because it is only late in the devel-
opment that particle velocities equal the phase speed.
However, at upper levels, there are always regions where
the zonal wind corresponds to the wave phase speed. It
is suggested that the equatorward distance the waves
propagate is strongly related to the distance between
these contours. For example, in a narrow jet, waves will
be constrained to propagate pretty much zonally and
lose small amounts of energy at the critical levels on
both sides. A wider upper-level jet relative to the eddy
size may allow greater equatorward excursions of the
disturbance centers until they reach the critical layer,
thereby breaking more anticyclonically, and storm track
termination is more abrupt. An intermediate case is pre-
sented here.

The high-frequency vorticity forcing shown in Fig. 1
can perhaps be explained by these characteristics of the
life cycle. Cyclonic vorticity forcing on the poleward
side of the western half of the storm track is due to low-
level cyclonic wave breaking, and conversely, the equa-
torward downstream anticyclonic forcing is due to the
upper-level anticyclonic breaking of the eddies.

6. Summary and conclusions

The life cycle of baroclinic eddies in a controlled
storm track environment has been examined by means
of long integrations on a hemisphere. A time-lagged
regression that captures disturbances with large merid-
ional velocities has been applied to the meteorological
variables. This regressed solution was used to describe
the life cycle of the baroclinic eddies. A remarkable
picture has emerged from this analysis detailing the
growth, maturation, and decay of the eddies within a
storm track.

The eddies grow as expected by strong poleward heat
fluxes at low levels in regions of strong surface baro-
clinicity at the entrance of the storm track, in a manner
similar to that of Charney modes. As the eddies evolve
into a nonlinear regime, they penetrate vertically by
fluxing energy upward, and the characteristic westward
tilt exhibited in the vorticity vanishes by rotating into
a meridional tilt, in which the lower-level cyclonic vor-
ticity center moves poleward and the upper-level center
moves equatorward. The poleward movement of the
low-level vorticity is accomplished by the flux of time-
mean absolute vorticity as well as nonlinear vorticity
fluxes. However, the north–south elongation of the up-
per-level vorticity is achieved by the extension of the
surface vorticity into upper levels, combined with non-
linear effects that rotate the vorticity equatorward.

The classic picture of baroclinic evolution can be rad-
ically modified by the simultaneous development of an
upper-level eddy downstream of the principal eddy. The
results presented here show that this eddy is an integral
part of a self-sustained system, here named as a couplet,
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FIG. 14. Instantaneous depictions of the potential vorticity (color shading in PVU 5 1026 m2 s21 K kg21)
and zonal wind (25 and 30 m s21 contours) on the 320 K surface at the times corresponding to the panels
shown in Fig. 13.

such that the upstream principal eddy fluxes energy to
the upper-level downstream eddy, whereas at lower lev-
els the principal eddy receives energy fluxes from its
downstream companion but grows primarily from bar-
oclinic sources. The signature of the couplet at upper
levels will resemble an omega-like pattern with a trough
in the west (principal eddy) and one to the east (down-
stream eddy) separated by a developing ridge, well
known by synopticians as a ‘‘building ridge.’’ This
structure is critically dependent on the strong zonal gra-
dients in baroclinicity encountered within the storm

track environment. It could be conjectured that a regime
that produces couplets cannot produce wave packets.

A second important result revealed by this analysis
is the fact that when low-level vorticity centers migrate
poleward, they tend to follow isotachs that closely cor-
respond to the phase velocity of the eddies. It has been
shown that as the low-level vorticity is enhanced by
baroclinic processes, it reaches a stage where particle
velocities south of the center exceed the phase speed,
at which point the potential temperature gradient re-
verses. This is very nicely illustrated in a time sequence
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FIG. 15. Time-mean zonal wind (contoured every 10 m s21; zero contour heavy, negative values dashed) and potential
temperature (color shading in K), zonally averaged from 1808 to 2708E (the third quarter of the channel). The heavy
dashed contour corresponds to a time-mean zonal wind of U0 ø 25 m s21, the approximate phase speed of the eddies
in the storm track.

of the surface potential temperature. It is suggested that
the maximum westward momentum that the eddies de-
posit at lower levels must closely correspond to the
phase velocity, which can actually be estimated from
just the upstream conditions when the eddies are small.
Similar arguments can be applied to the potential vor-
ticity at upper levels, although the eddies here tend to
behave more linearly than at lower levels because the
zonal flow is much stronger and the particle velocities
are close to the phase speed only near the meridional
boundaries of the storm track. The intensity and direc-
tion of propagation of these waves will determine the
overall structure of the storm track. Equatorward prop-
agation that reaches critical layers more quickly will
result in wave breaking that produces an early termi-
nation of the storm track. The upper-level critical layers
thus tend to act as a waveguide. It is possible that the
termination of the storm track could depend on the width
of the jet at the storm track entrance—wider upper-level
jets allow more equatorward eddy propagation with
more intense wave breaking and an early termination
as noted above.

There are a substantial number of issues that are raised
by this analysis. Among them are the magnitude of the
mean surface speed and its relation to the propagation
speed of the eddies, the dependence of the storm track
length on the width of the upstream jet, how the structure
of the couplet influences the development of long-lived
features within the storm track, and the sensitivity of

storm track structure to the width of the jet; all of these
aspects will be considered in a future investigation.
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