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the El Nino Southern Oscillation being overly strong in ESM2M and overly weak
ESM2G relative to observations.  The major advantages of ESM2G over ESM2M are
representation of: channels and topography, water mass properties in overflows and
deep waters, and convection in the Northwest Pacific.  The major advantages of
ESM2M over ESM2G are representation of: sea surface temperature and salinity in the
Southern Ocean and Equatorial Pacific, and Southern Ocean mixed layers and interior
salinity structure. Our overall assessment is that neither model is fundamentally
superior to the other, and that both models achieve sufficient fidelity to allow
meaningful climate and earth system modeling applications.  This affords us the unique
ability to assess the role of ocean configuration on earth system interactions in the
context of two state of the art coupled carbon-climate models.
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September 12, 2011  

TO: Dr. Anthony J. Broccoli 
Editor, Journal of Climate 
 

SUBJECT:  GFDL ESM2M/ESM2G physical documentation manuscript 
 
Dear Dr. Broccoli, 

 
 My co-authors and myself a proud to submit for your consideration the manuscript, 

“GFDL’s ESM2 global coupled climate-carbon Earth System Models Part I: Physical formulation and 

baseline simulation characteristics” which provides the background physical climate description for 
GFDL’s two coupled carbon Earth System Models that are being used as GFDL’s contribution in 
support of the fifth phase of the Coupled Model Intercomparison Project in preparation for the fifth 

assessment of the Intergovernmental Panel on Climate Change.  We plan to submit to you a 
companion manuscript describing he carbon cycles of these two models within the next month in 
order to hopefully publish as a set.  Together, we believe these manuscripts represent a critical 

contribution to the climate modeling field as they describe a new set of state of the art coupled carbon 
climate models and explore the role of ocean physical configuration on climate sensitivity.  Thank you 
very much for your consideration of this manuscript.  Please let me know if there is anything I can do 

to expedite it’s consideration. 
 
Sincerely, 

 
 
 

 
John Dunne 
Research Oceanographer 

NOAA – Geophysical Fluid Dynamics laboratory 
(609) 452-6596 
email: John.Dunne@noaa.gov 
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Abstract 24 

 We describe the physical climate formulation and simulation characteristics of two new 25 

global coupled carbon-climate Earth System Models, ESM2M and ESM2G.  These models 26 

demonstrate similar climate fidelity as the Geophysical Fluid Dynamics Laboratory’s previous 27 

CM2.1 climate model while incorporating explicit and consistent carbon dynamics.  The two 28 

models differ exclusively in the physical ocean component; ESM2M uses Modular Ocean Model 29 

version 4.1 with vertical pressure layers while ESM2G uses Generalized Ocean Layer Dynamics 30 

with a bulk mixed layer and interior isopycnal layers.  Differences in the ocean mean state 31 

include the thermocline depth being relatively deep in ESM2M and relatively shallow in ESM2G 32 

compared to observations.  The crucial role of ocean dynamics on climate variability is 33 

highlighted in the El Nino Southern Oscillation being overly strong in ESM2M and overly weak 34 

ESM2G relative to observations.  The major advantages of ESM2G over ESM2M are 35 

representation of: channels and topography, water mass properties in overflows and deep 36 

waters, and convection in the Northwest Pacific.  The major advantages of ESM2M over ESM2G 37 

are representation of: sea surface temperature and salinity in the Southern Ocean and 38 

Equatorial Pacific, and Southern Ocean mixed layers and interior salinity structure. Our overall 39 

assessment is that neither model is fundamentally superior to the other, and that both models 40 

achieve sufficient fidelity to allow meaningful climate and earth system modeling applications.  41 

This affords us the unique ability to assess the role of ocean configuration on earth system 42 

interactions in the context of two state of the art coupled carbon-climate models. 43 

44 
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Introduction 45 

We describe the physical formulation and simulation characteristics of two new global 46 

coupled carbon-climate Earth System Models (ESMs) developed over the last several years at 47 

the Geophysical Fluid Dynamics Laboratory (GFDL) of the National Oceanic and Atmospheric 48 

Administration (NOAA) to advance understanding of how earth's biogeochemical cycles, 49 

including human actions, interact with the climate system. The models are the product of an 50 

effort to expand upon the capabilities of past GFDL models used to study climate on seasonal to 51 

centennial time scales (e.g., Manabe et al., 1991; Rosati et al., 1997; Delworth et al., 2002; 52 

Delworth et al., 2006).  Our approach has been to develop two Earth System Models with 53 

different ocean dynamical/physical cores while keeping all other components the same.  The 54 

atmosphere and sea ice components in the new ESMs are very similar to those in GFDL’s 55 

previous CM2.1 (Delworth et al., 2006).  The new land component includes new hydrology, 56 

physics and terrestrial ecology components (LM3.0; Milly et al., in preparation). The ocean 57 

dynamical/physical component in CM2.1 was replaced by two new ocean components using the 58 

same ocean ecology and biogeochemistry – one in which the vertical coordinate is based on 59 

depth (ESM2M) and another in which the vertical coordinate is based on density (ESM2G) . 60 

These independent frameworks for describing the ocean allow us to explore the sensitivity of 61 

ocean response under anthropogenic CO2 forcing and climate change to ocean configuration.  In 62 

traditional depth coordinates, the ocean is divided into boxes in which horizontally adjacent 63 

pressures interact, typically emphasizing resolution near the sea surface.  While this framework 64 

holds many benefits, it leads to fundamental problems in representing the lateral connectivity 65 

between vertical boxes given their extremely skewed horizontal/vertical aspect ratio and results 66 
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in spurious numerical mixing and difficulty in representing bottom-following flows such as 67 

dense overflows down topography.  An isopycnal framework resolves these problems by taking 68 

advantage of the relative ease of motion along isopycnal layers and explicitly characterizing the 69 

diapycnal transfer between these layers, but adds its own representational challenges.  70 

Comparison between these formulations allows us to assess the relative fidelity of these 71 

approaches and reduce uncertainty in the sensitivity of our results to model assumptions. 72 

We built ESM2M and ESM2G specifically to study carbon-climate interactions and feedbacks in 73 

the context of global climate change under the influence of increase greenhouse gases.  Results 74 

obtained from these model integrations will be part of the Coupled Model Inter-comparison 75 

Project version 5 (Taylor et al. 2011).  This paper serves as Part I of two companion papers.  Part 76 

I documents the physical climate formulation and baseline simulation characteristics of these 77 

two ESMs. It also discusses the initialization methods used to obtain stable climate states. 78 

Finally it presents a few results from the pre-industrial control integrations (nominally 1860).  79 

Part II documents the ecological and biogeochemical formulation and baseline simulation 80 

characteristics of these models (Dunne et al., in preparation). 81 

 82 

Model description 83 

The physical coupled model (CM2.1) used as the base for these ESMs is documented in 84 

Delworth et al. (2006), Gnanadesikan et al. (2006), Griffies et al. (2005), and Anderson et al. 85 

(2004).  Here, we focus the description on those aspects which are new to ESM2M and ESM2G. 86 

 87 

Coupling 88 
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The component models pass fluxes across their interfaces using an exchange grid 89 

system. The exchange grid enforces energy, mass and tracer conservation on the fluxes passed 90 

between the component models. The atmosphere, land, and sea ice radiative components are 91 

coupled every 30 minutes. The ocean tracer time step and atmosphere-ocean tracer coupling 92 

interval are 2 hours. 93 

 94 

Atmosphere 95 

The atmospheric component (AM2) is virtually identical to that in CM2.1, incorporating 96 

only a few minor code updates that were found to not appreciably affect climate. AM2 uses a 97 

horizontal grid spacing of 2 latitude by 2.5 longitude. There are 24 vertical levels. The 98 

atmospheric component uses a D-grid and the advection scheme uses the finite volume 99 

technique (Lin, 2004) with a 30 minute dynamical time step and a 3 hour radiation time step to 100 

resolve the diurnal cycle. The atmospheric physical parameterizations are described in detail in 101 

Anderson et al. (2004). The radiation code and configuration is also unchanged from CM2.1. The 102 

orbital parameters are held constant at 1860 values for computation of incoming solar 103 

radiation.  Radiatively active trace gases and aerosols are also held constant at 1860 values after 104 

Delworth et al. (2006).  Three-dimensional, time mean distributions of aerosols (i.e. black 105 

carbon, organic carbon, sulfates, dust, sea salt, volcanoes) are specified as input concentration 106 

fields.  107 

 108 

Land 109 
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 The land model in both ESMs (LM3.0) is described in Milly et al. (in preparation) and 110 

Donner et al. (2011) representing land water, energy, and carbon cycles. LM3.0 includes a multi-111 

layer model of snow pack above the soil; continuous vertical representation of soil water 112 

spanning both the unsaturated and saturated zones; a frozen soil-water phase; 113 

parameterization of water-table height, saturated-area fraction, and groundwater discharge to 114 

streams derived from standard groundwater-hydraulic assumptions and surface topographic 115 

information; finite-velocity horizontal transport of runoff via rivers to the ocean; lakes, lake ice, 116 

and lake-ice snow packs that exchange mass and energy with both the atmosphere and the 117 

rivers; consistent, energy-conserving accounting of sensible heat content of water in all phases.  118 

Temperature is tracked in the vegetation canopy, leaves, and in multiple soil/snow layers.   119 

Vegetation radiation, hydrology and carbon dynamics are tracked by means of an extension of 120 

the model of Shevliakova et al. (2009).  For radiative transport, the vegetation canopy is treated 121 

as a dispersed medium where leaf reflectance is dependent on leaf properties and amount of 122 

intercepted snow.  The canopy is underlain by a reflective, opaque surface of soil and/or snow, 123 

with extent of snow depending on snow depth. Sufficiently deep snow can mask a fraction of 124 

the canopy itself.  Bare soil and snow radiation parameters were specified either directly from 125 

maps of Moderate Resolution Imaging Spectroradiometer bidirectional reflectance distribution 126 

function parameters (MOD43C2 V004; 127 

https://lpdaac.usgs.gov/lpdaac/products/modis_products_table/brdf_albedo_snow_free_qualit128 

y/16_day_l3_global_0_05deg_cmg/mcd43c2; Land Processes Distributed Active Archive Center 129 

(LP DAAC), U.S. Geological Survey (USGS) Earth Resources Observation and Science (EROS) 130 

Center (lpdaac.usgs.gov).) 131 
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Sea Ice 132 

The sea ice component (Winton, 2000) is very similar to that in CM2.1. It has full ice 133 

dynamics, a three-layer thermodynamics (two ice, one snow), and a scheme for tracing 5 134 

different ice thickness categories and open water at each grid point. The sea ice model uses the 135 

same tri-polar grid as the ocean component (Murray, 1996) and uses the B-grid spatial 136 

discretization of MOM4p1. The ice albedos (snow on ice albedo = 0.85, ice albedo = 0.65 137 

compared to snow on ice albedo = 0.80 and ice albedo = 0.5826 in CM2.1) and temperature 138 

range of melting (1C compared to 10C in CM2.1) were modified to use values based on 139 

observations (Perovich et al., 2002).  In addition, a sea ice diffusion parameterization was added 140 

for narrow (1-point-wide) channels in ESM2G. 141 

 142 

 Icebergs 143 

Icebergs are supplied through the ice calving term in LM3.0.  Whenever the snow depth 144 

in LM3.0 exceeds a critical value, excess snow is transported to the ocean via rivers.  This frozen 145 

water runoff, a rudimentary representation of land ice calving, is given to the ocean-sea-ice 146 

component in coastal cells where it is accumulated and released as icebergs according to a 147 

prescribed size distribution. Within the iceberg model, clusters of icebergs are treated as 148 

Lagrangian particles of frozen fresh-water with trajectories determined by drag on the icebergs 149 

by the atmosphere, ocean, and sea-ice (Martin and Adcroft, 2010). The icebergs impart their 150 

weight on the ocean and deposit fresh and 0C melt water but do not affect the radiation or 151 

momentum balance of the ocean, sea-ice or atmosphere. 152 

 153 
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MOM4p1 (ESM2M Ocean) 154 

The ocean component of ESM2M employs the MOM4p1 code of Griffies (2009) 155 

configured with the same horizontal and vertical grid dimensions as the CM2.1 ocean 156 

component (Griffies et al., 2005; Gnanadesikan et al., 2006; 1 horizontal grid up to 1/3 157 

meridionally at the equator; 50 vertical levels). ESM2M ocean uses a rescaled geopotential 158 

vertical coordinate (z*; Stacey et al., 1995; Adcroft and Campin, 2004) that allows for a more 159 

robust treatment of free surface undulations than the traditional depth coordinate.  For tracer 160 

advection, ESM2M uses the multi-dimensional piecewise parabolic method (MDPPM) ported 161 

from the MITgcm (Marshall et al., 1997). In idealized simulations, the MDPPM method was 162 

found to be more accurate (less diffusive) than the CM2.1 advection scheme while still 163 

preserving monotonicity.  Neutral (isopycnal) diffusion is based on Griffies et al. (1998) with 164 

constant diffusivity of 600 m2 s-1 and the slope tapering scheme of Danabasoglu and 165 

McWilliams (1995) as in CM2.1 but uses a larger value of 1/200 for the maximum slope 166 

(Gnanadesikan et al., 2007a) which has been shown to greatly improve the abyssal export of 167 

waters out of the Southern Ocean (Downes et al., 2011).  For the parameterization of eddies, 168 

ESM2M uses the skew flux approach of Griffies (1998) but computes the quasi-Stokes stream 169 

function via a boundary value problem extending across the full column after Ferrari et al. 170 

(2010) rather than the local approach of Gent and McWilliams (1990) and Gent et al. (1995). As 171 

in CM2.1, the horizontal variation of the eddy diffusivity in ESM2M is based on local flow 172 

properties (Griffies et al., 2005) but with an expanded allowable range of 100m2 s-1 to 800 m2 s-173 

1.  The ESM2M implementation includes updates to the K-profile parameterization (Large et al., 174 
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1994) based on Danabasoglu et al. (2006), as well as model-predicted chlorophyll modulation of 175 

shortwave radiation penetration through the water column. 176 

ESM2M also includes completely novel parameterizations relative to CM2.1.  177 

Parameterization of sub-mesoscale eddy induced mixed layer re-stratification in ESM2M is 178 

implemented according to Fox-Kemper et al. (2011).  Instead of the prescribed vertical 179 

diffusivity for interior mixing of Bryan and Lewis (1979) used in CM2.1, ESM2M employs the 180 

Simmons et al. (2004) scheme along with a depth independent background diffusivity of 1.0 x 181 

10-5 m2 s-1 in the tropics and 1.5 x 10-5 m2 s-1 poleward of 30 latitude following a tanh curve.  182 

ESM2M implements geothermal heating following from the approach of Adcroft et al. (2001).  183 

While CM2.1 used the horizontal anisotropic friction scheme from Large et al. (2001), ESM2M 184 

uses an isotropic Laplacian friction and a western boundary enhanced biharmonic friction with 185 

less frictional dissipation to allow more vigorous tropical instability wave activity at the expense 186 

of adding zonal grid noise, particularly in the tropics.  187 

 188 

GOLD (ESM2G Ocean) 189 

The ocean component of ESM2G employs the Generalized Ocean Layer Dynamics 190 

(GOLD) isopycnal code originally developed by Hallberg (1995) with a 1 horizontal grid up to 191 

1/3 meridionally at the equator.  The model includes two mixed layer layers, two buffer layers, 192 

and  59 interior layers to provide a reasonable resolution across both the narrow density range 193 

of the Southern Ocean and the broad dense-to-light water structure from bottom waters to low 194 

latitudes and marginal seas.  A three-way barotropic, baroclinic, and diabatic/tracer split time-195 

stepping scheme (Hallberg, 1997; Hallberg and Adcroft, 2009) with sub-cycling of shorter time 196 
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steps assures that the model can be integrated efficiently while conserving momentum, mass, 197 

tracers, potential vorticity, and energy (Arakawa and Hsu 1990).  Monotonic tracer advection is 198 

based on Easter (1993). The interior isopycnal layers track prescribed values of potential density 199 

with a 2000 dbar reference pressure (Sun et al. 1999; Hallberg, 2000).  For all aspects of the 200 

dynamics, the full nonlinear equation of state is used. To avoid thermobaric instability arising 201 

from the traditional Montgomery potential form of the pressure gradient force (Hallberg 2005), 202 

ESM2G uses the analytically integrated finite volume pressure gradient discretization of Adcroft 203 

et al. (2008). 204 

Diapycnal diffusivity between interior layers in ESM2G combines multiple 205 

parameterizations.  The background diapycnal diffusivity is prescribed using the latitude-206 

dependent profile proposed by Henyey et al. (1986) and described in Harrison and Hallberg 207 

(2008) of 2x10-5 m2 s-1 at 30°N decreasing to a minimum of 2x10-6 m2 s-1 at the equator.  208 

Turbulent entrainment in descending overflows and other regions of small resolved shear 209 

Richardson number is parameterized after Jackson et al. (2006). Additionally, the bottom 210 

boundary layer is mixed using the parameterization of Legg et al. (2005), in which 20% of the 211 

energy extracted by bottom drag is used to thicken a well-mixed bottom boundary layer. As in 212 

ESM2M, ESM2G uses the baroclinic tide mixing of Simmons et al (2004) and geothermal heating 213 

based on Adcroft et al. (2001).  To maintain the weakly stratified abyss, ESM2G uses a floor on 214 

the turbulent dissipation rate of (min=1.0x10-7 m2 s-3 + 6.0x10-4 m2 s-2 N), where N is the 215 

buoyancy frequency after Gargett (1984) combined with an assumed flux Richardson number of 216 

FRi=0.2N2/(N2+2) to give a minimum diapycnal diffusivity of Min=0.2N2
Min/(N2+2).  217 
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ESM2G incorporates a bulk mixed layer based on Hallberg (2003) and Thompson et al. 218 

(2003) with two additional buffer layers below it for smooth water mass exchange with the 219 

isopycnal interior. The mixed layer depth is determined by a turbulent kinetic energy budget 220 

after Kraus and Turner (1967). This mixed layer is divided into two layers which are well mixed 221 

with respect to tracers but not with respect to velocity. Sub-mesoscale eddy-driven 222 

restratification of the mixed layer is parameterized  after Fox-Kemper et al. (2010) to avoid 223 

mixed layer depths becoming excessively deep (Hallberg, 2003).  The two buffer layers allow the 224 

mixed layer to retreat and advance with both diurnal and longer timescales without introducing 225 

unphysical surface property biases (Hallberg et al., in preparation). Like ESM2M, ESM2G 226 

includes dynamic representation of model-predicted chlorophyll modulation of shortwave 227 

radiation penetration through the water column.  ESM2G uses a thickness diffusion 228 

parameterization motivated by Gent and McWilliams (1990) with a local slope-dependent 229 

coefficient varying between 10 and 900 m2 s-1.  Dissipation of momentum is implemented with 230 

Laplacian and biharmonic viscosities.  The Laplacian coefficient is x multiplied by 1 cm s-1.  The 231 

biharmonic viscosity is the larger of x3 multiplied by 5 cm s-1 and a Smagorinsky (1993) 232 

viscosity with a non-dimensional coefficient of 0.06 (Griffies and Hallberg, 2000). 233 

 234 

Initialization 235 

To obtain 1860 initial conditions for ESM control and perturbation integrations, a 236 

method similar to that described by Stouffer et al. (2004) is used. The ocean model is initialized 237 

with present day ocean temperature (Locarnini et al., 2006) and salinity (Antonov et al., 2006) 238 

from the World Ocean Atlas 2005 and run for one year forced by atmospheric conditions from a 239 
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CM2.1 1990 control run.  The fully coupled models were then integrated over 1000 model years 240 

with 1860 solar and radiative forcing before declaring ‘quasi steady state equilibrium’ and 241 

beginning the 1860 control and perturbation integrations.  In addition to the many qualitative 242 

requirements, we define acceptable ‘quasi steady state equilibrium’ with quantitative metrics:  243 

net top of the atmosphere radiative fluxes less than 0.5 W m-2; surface temperature drifts less 244 

than 0.1 C per century; stable Atlantic Meridional Overturning Circulation above 10 Sv (1 245 

Sv=106 m3 s-1); local sea surface temperature (SST) biases less than ~9oC; global 70S-70N root 246 

mean square SST errors less than 1.9oC; global net CO2 fluxes between the atmosphere and 247 

both land and ocean lower than 20 PgC per century (averaged over two centuries).  For 248 

accelerated initialization of the terrestrial soil component, years 551-600 of the integration 249 

were used to project equilibrium values offline (Shevliakova et al, 2009). 250 

 251 

Results 252 

Here we compare the model control integrations to observations which are mainly taken 253 

near present day. We do this knowing that 1860 conditions were likely colder than present day 254 

but focus our analysis on those differences that are expected to be larger than the forced 255 

climate changes over the last 150 years.  We show results averaged over years 1001-1100 of the 256 

integrations unless otherwise noted.   257 

 258 

Climate drift from present day initialization 259 

When initialized with present day ocean observations and given 1860 radiative forcing, 260 

the climate in both models cools (Figure 2). The net radiation at the top of the model 261 
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atmosphere (TOA, Figure 2A) and the oceanic heat flux (Figure 2C) become strongly negative 262 

(implying cooling of the climate system and the ocean respectively). In response, the surface air 263 

temperature (SAT; Figure 2B) and sea surface temperature (SST; Figure 2D) cool in both models 264 

by more than 1C in the first century.  In subsequent centuries however, the SAT and SST warm 265 

about 0.6C in ESM2M and 0.3C in ESM2G. After detrending, the models have similar total 266 

inter-annual variability ( = 0.13C for both models), with SAT variability largely following SST 267 

variability (r2=0.9 for both models) and ESM2G partitioning more variability into the multi-268 

decadal range. 269 

While the initial evolution of the surface temperature from the present day to 1860 270 

conditions in the two models is quite similar, the overall ocean heat flux and subsequent ocean 271 

volume average temperature responses are quite different.  In ESM2M, the TOA and oceanic 272 

heat flux reverse sign and begin to warm the ocean as a whole after year 11. The long term drift 273 

in volume averaged temperature (Figure 2E) is 0.60C over the 1000 year period. By year 1000, 274 

the rate of warming in ESM2M diminishes to 0.038C century-1.  This deep ocean warming 275 

phenomenon is common to earlier versions of this model (Delworth et al. 2006) as well as many 276 

other atmosphere-ocean models (Randall et al. 2007 Supplemental Material), and tends to 277 

occur as a fundamental model drift away from the observed initial condition rather than as a 278 

consequence of the particular radiative forcing.  In ESM2G, the TOA and ocean surface fluxes 279 

gradually approach zero over the first 50 years, but the ocean heat flux remains slightly negative 280 

throughout the 1000 year period with the volume averaged temperature (Figure 2E) cooling by 281 

0.18C. By year 1000, the rate of cooling in ESM2G diminishes to -0.010C century-1.  Both 282 

models undergo a spin-up phase of the Atlantic Meridional Overturning Circulation (AMOC) 283 
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over the first century followed by a slight drop over the second and third centuries before 284 

becoming stable (Figure 2G).  After spin-up, AMOC in ESM2M is stronger (28.1 ± 1.8 Sv) than in 285 

ESM2G (23.6 ± 1.7 Sv).  As was seen for SAT and SST, AMOC variability in ESM2M is 286 

characterized by relatively strong, regular 18 year period while that in ESM2G is longer (26 287 

years) and less regular.  This highlights the important role of ocean formulation in determining 288 

modes of climate variability. 289 

The vertical structure of global ocean temperature drift (Figure 3A) is characterized by a 290 

thermocline deepening in ESM2M (red) as it warms over much of the water column relative to 291 

present day observations (black) and by thermocline shoaling in ESM2G (green) as the upper 292 

2000 m cools with warming below. Both models warm extensively in the deep Atlantic (Figure 293 

3C) while ESM2M also warms extensively in the Southern Ocean (Figure 3E).  In all three oceans, 294 

biases and root-mean-square errors in ESM2G are found to be significantly lower than in 295 

ESM2M.  The global thermocline volumes (> 8C) in ESM2M (173 x1015 m3) and ESM2G (131 296 

x1015 m3) straddle the observations (145x1015 m3 for present day; 137 x1015 m3 after accounting 297 

for 0.5C warming over the historical period; Levitus et al., 2005).  ESM2M biases and root-298 

mean-square errors in global ocean salinity profile (Figure 3B) are smaller than those found in 299 

ESM2G.  Both models underestimate the shallow salinity maximum and redistribute salinity into 300 

the deep ocean through the creation of overly saline (Figure 4D) and overly warm (Figure 4C) 301 

North Atlantic Deep Water with approximately the correct density. In the Southern Ocean, the 302 

observed upper water column inversion of the halocline is poorly simulated in ESM2M and 303 

entirely absent in ESM2G (Figure 3F). These biases are common in the CMIP3 class of models 304 

(Randall et al. 2007 supplemental material). 305 
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 306 

Shortwave radiation 307 

Some of the major model accomplishments and continued challenges in the 308 

development of these models can be seen in model representation of the shortwave radiation 309 

budget.  One of the most robustly interpretable satellite measurements is the shortwave albedo 310 

from the perspective of the top of the atmosphere (the flux off the earth normalized to the flux 311 

the earth receives by the sun; Figure 4A) as it requires none of the complicating factors involved 312 

in atmospheric corrections.  This lens reveals the excellent statistical comparison between the 313 

observational and modeled fields (r2 = 0.93 in ESM2M; r2 = 0.92 in ESM2G).  Still the bias 314 

patterns in both ESM2M (Figure 4B) and ESM2G (Figure 4C) demonstrate large scale patterns of: 315 

1) overly high albedos over the Rocky Mountains, 2) overly high albedos in the Bering Sea and 316 

Greenland Sea and Barents Sea associated with relatively large amounts of sea ice (perhaps  317 

appropriate given that the model is preindustrial), 3) overly low albedos in the Southern Ocean, 318 

particularly the Atlantic sector,  4) overly high albedo near the coasts of California, Peru, Chile, 319 

Angola, and Namibia, low albedo in the eastern tropical ocean basins associated with excessive 320 

low cloud, and 5) farther offshore from these coasts, overly low albedo in the eastern tropical 321 

ocean basins, associated with too little low cloud. 322 

As an indication of the role of atmospheric cloud-driven differences from present day 323 

observations, we show the downward radiation impinging on the land and ocean surface in 324 

Figure 4D.  The major biases (Figures 4E and F) include the Amazon and India having far too little 325 

cloud cover resulting in overly high shortwave radiation reaching the surface.  Over the ocean, 326 

the eastern boundary current upwelling areas and the entire Southern Ocean receive too much 327 
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radiation.  The north equatorial and western Pacific regions also receive too much radiation, and 328 

the south equatorial Pacific region too little associated with the difficulties in representing the 329 

Inter-Tropical Convergence Zone (ITCZ).   The Southern Ocean shortwave bias results in a lack of 330 

sea ice and thus a low surface albedo (Figure 4, bottom row) with major implications for the 331 

representation of the seasonal cycle of mixed layer dynamics in these models.  On the land, the 332 

primary surface albedo biases are: northward extension of the African tropical region, low 333 

albedo all along the boreal polar region, and high albedos associated with excessive Northern 334 

Hemisphere sea ice. 335 

Surface climate 336 

The surface ocean patterns of temperature (SST) are preserved well in both ESM2M and 337 

ESM2G (Figure 5 top row, r2 of 0.99 and 0.98, respectively). The major differences relative to 338 

present day observations are: a general cooling consistent with their being forced by 1860 339 

radiative conditions, a general hemispheric bias of cold north Subpolar Pacific and warm 340 

Southern Ocean, an equatorial cold Pacific bias, and eastern boundary condition warm biases. 341 

These problems are all similar to biases seen in GFDL’s CM2.1 and other models of this class 342 

(Delworth et al., 2006.; Wittenberg et al., 2006; Randall et al. 2007 supplemental material; 343 

Richter et al., 2011) with the biases in ESM2G (Figure 5C) slightly larger in each case.  Both 344 

models do a fairly good job at representing Sea Surface Salinity (SSS) structure (Figure 5D-F; 345 

r2=0.80 for ESM2M and r2=0.76 for ESM2G). SSS bias patterns are quite similar between the two 346 

models with ESM2G (Figure 5F) again manifesting larger biases than ESM2M (Figure 5E).  347 

Harrison et al. (submitted) show that these surface salt biases in the Western North Atlantic 348 

(Figure 5D-F), which are driven by low biases in Atlantic-draining land precipitation and related 349 
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weak Amazon outflow, in turn drive the deep Atlantic temperature and salinity biases (Figure 350 

3C, 3D). 351 

As an overall indicator of the models’ abilities to capture large scale circulation, Sea 352 

Surface Height (SSH) structure is well preserved in both models (Figure 5G-I; r2=0.96 for 353 

ESM2M; r2=0.92 for ESM2G) with the major bias common to both models being a lower North 354 

Atlantic as a consequence of its salinification.  ESM2M and ESM2G exhibit opposing biases in 355 

meridional SSH gradient and Antarctic Circumpolar Current with Drake Passage transports being 356 

low in ESM2G (108 Sv) and high in ESM2M (164 Sv) compared to observational estimates (140 ± 357 

6 Sv; Ganachaud, 2003).  This difference between the models is most strongly seen southeast of 358 

New Zealand, where the strength and path of the ACC meanders show opposite biases relative 359 

to observed SSH. 360 

Overall, both models reproduce most of present day observed precipitation patterns 361 

(Figure 6A-C), particularly well in Africa and Oceana.  However, they also suffer from a variety of 362 

biases including the common ‘Double ITCZ’ problem of too much precipitation in the central 363 

and eastern Pacific south of the equator (Lin, 2007) and the ‘Dry Amazon’ problem of too little 364 

precipitation in both the equatorial Atlantic and equatorial South America (Delworth et al. 365 

2006).  In addition, ESM2G has too little precipitation in the Central Equatorial Pacific.  366 

Precipitation in both models is low in mid-northern latitudes and high in mid southern latitudes 367 

in accordance with the inter-hemispheric SST bias (Figure 5A-C). 368 

Various features of the precipitation biases are further highlighted when one considers 369 

precipitation variability (Figure 6D-F).  While the models do not represent the magnitude of 370 

precipitation in the observations, both show strong precipitation variability in the Amazon as 371 
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they get heavy precipitation in boreal winter, but very little in boreal summer.  While both 372 

models appear to represent the patterns of precipitation magnitude in the Indian Ocean, 373 

ESM2G has much better precipitation variability than ESM2M in this region.  Conversely, while 374 

both models have a low bias in central and western Equatorial Pacific precipitation, the 375 

variability is too high in ESM2M and too low in ESM2G as a consequence of their differing El 376 

Nino Southern Oscillation (ENSO) statistics. 377 

Statistics of ENSO variability in both models are shown via the NINO3 Index (SST in 378 

150W-90W, 5S-5N) in Figure 7.  Like their parent model CM2.1 (Wittenberg et al., 2006; 379 

Wittenberg, 2009), both models exhibit a broad spectrum of ENSO variability consistent with 380 

observations with amplitude and frequency modulation on multi-decadal time scales.  Relative 381 

to observations however, ESM2M partitions too much variability into inter-annual modes 382 

relative to the seasonal cycle (period = 1 year) while ESM2G does not partition enough 383 

variability into inter-annual modes with most variability locked in the seasonal cycle.  While 384 

previous work has suggested a dominant role for the atmospheric component (Guilyardi et al., 385 

2004; Guilyardi et al. 2009), our results highlight the crucial role of ocean formulation on ENSO 386 

behavior. This difference is likely due to the difference in climatological mean state simulations 387 

of west Pacific SST (Figure 5A-C) and surface mixing.  Relative to ESM2M, the stronger west 388 

Pacific SST gradient in ESM2G prevents convection over Indonesia from spreading eastward 389 

during El Nino thus weakening the coupling between SST (central Pacific warming) and the wind 390 

response (westerly wind anomalies).  This westward shifted wind response in ESM2G also 391 

reduces the time for wind-curl induced ocean Rossby waves to impact the western boundary, 392 

thus shortening the time available for equatorial thermocline adjustment to these wind 393 
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anomalies (Kirtman, 1997; Wittenberg, 2002; Capotondi et al., 2006).  This westward 394 

constriction also gives the El Nino events less time to grow, further weakening the El Nino and 395 

shortening its period.  While the climatological  Eastern Equatorial Pacific SST in ESM2G is not 396 

very much higher than in ESM2M (Figure 5B-C), the subsurface is much colder, allowing for 397 

ESM2G to tap into a stronger thermal contrast for the seasonal upwelling and stronger seasonal 398 

cycle of NINO3 SST in ESM2G. 399 

 400 

Ocean meridional mass and heat transport structure 401 

Both ESM2M and ESM2G match observations of NADW formation and circulation by 402 

generating warm, salty Atlantic mid-latitude water flowing northward near the surface that 403 

becomes much denser as it is cooled by the atmosphere in high northern latitudes, sinks to 404 

depth and flows southward through and out of the basin (Figure 8A-C).  While ESM2M (35 Sv) 405 

and ESM2G (22 Sv) span the observational estimates for the Florida Strait transport (31±1 Sv; 406 

Ganachaud, 2003; Schott et al., 1988), ESM2G builds a robust Gulf Stream transport (51 Sv) 407 

comparable to that in ESM2M (49 Sv) by 27N.  The magnitude and pattern of the Atlantic 408 

meridional circulation that results in the models is very similar both to each other and to the 409 

observations of Talley et al. (2003).  Comparison with zonal mean profiles at 24N  from Talley 410 

(2003) and Ganachaud and Wunch (2003) give excellent agreement for the depth scale of 411 

streamfunction attenuation with ESM2G, while the southward flow is relatively shallow in 412 

ESM2M (Figure 8D).  By 30S (Figure 8E), this distinction is largely removed.  Antarctic Bottom 413 

Water also flows into the Atlantic and upwells to about 3 km depth before flowing southward 414 

back out of the basin. In the North Pacific at 24N (Figure 8F), ESM2G has a stronger deep 415 
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circulation than ESM2M.  Between the South Pacific and South Indian 32S (Figure 8G-I), there 416 

is little agreement between either the two observational estimates or model estimates.  417 

Compared to observationally based estimates of the Indonesian Through-Flow of 8-17 Sv, 418 

ESM2M gives a value of the high end (16 Sv) while the ESM2G value is excessive (22 Sv).  ESM2G 419 

has 16 Sv of Southern Ocean transport into the deep Pacific while ESM2M has only 6 Sv (Figure 420 

8G).  In the Southern Indian Ocean (Figure 8H), the models both have smaller deep flows than 421 

indicated in the observations.  Taking the Indo-Pacific as a whole (Figure 8I), shows ESM2G 422 

behaving similarly to the stronger Talley (2003) estimate and ESM2M behaving similarly to the 423 

weaker Ganachaud (2003) estimate. 424 

Given that both ESM2M and ESM2G match observations of the meridional overturning 425 

circulation quite well, it is not surprising that they also match observations of global ocean heat 426 

well. The global ocean heat transports from the two ESMs are much closer to each other than 427 

are the different observational estimates (Figure 9). In the northern hemisphere, the model 428 

transports lie within the observational estimates, though the initiation of northward transport 429 

near the equator is shifted southward in both models by approximately 5. In the southern 430 

hemisphere, the models lie within the observational estimate of Ganachaud and Wunch (2003), 431 

but have less southward heat transport than the reanalyses of  NCEP and ECMWF. We suspect 432 

these errors are related to long-standing problems in climate model simulation of the cloud 433 

distribution, height, and brightness in the Southern Ocean (e.g. Delworth et al. 2006). 434 

 435 

Sea Ice 436 
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Both models agree fairly well with the observed minimum in sea ice extent in both 437 

hemispheres (Figure 10) even when one considers the expected sea ice changes between the 438 

modeled pre-industrial period and the present day satellite observational period (Winton et al, 439 

2006).  ESM2G is too extensive in Northern Hemisphere winter while ESM2M has a low bias of 440 

similar magnitude in Southern Hemisphere winter.    Relative to observations, both models have 441 

larger ice extent in the Northern Hemisphere.  This is consistent with the common climate 442 

model bias pattern of warm Southern Hemisphere and cold Northern Hemisphere subpolar 443 

regions as shown in Figure 5 (see Randall et al 2007, Figure 8.2) which was also present in 444 

CM2.1 (Delworth et al 2006).  The larger influence of ocean formulation on winter ice cover is 445 

consistent with studies showing that ocean circulation strongly controls winter sea ice extent 446 

(e.g. Winton 2004). 447 

Ocean mixed layer dynamics 448 

 One of the fundamental differences between ESM2M and ESM2G is their treatment of 449 

the ocean surface mixed layer.  ESM2M uses the vertically resolved k-profile parameterization 450 

(Large et al., 1994) while ESM2G uses a bulk energetic parameterization after Kraus and Turner 451 

(1967).  These two parameterizations result in explicit diffusivities in ESM2M that are about a 452 

factor of 3 higher than ESM2G in the upper 200 m, below which both models have extremely 453 

low explicit values in the thermocline.  Another important distinction between the models is 454 

that ESM2M requires the upper three 10m levels to interact while the isopycnal-layer model 455 

ESM2G can represent mixed layers as shallow as 2 m.  To compare the model formulations with 456 

observations, we show climatologies for monthly minimum and maximum MLD using the 457 

Levitus (1982) 0.125 density criterion in Figure 11.  The comparison of minimum MLD highlights 458 
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the relatively shallow summer Southern Ocean mixed layer values in these models.  Much of 459 

this bias is associated with the surface shortwave bias (Figure 4E, F) and warm SST bias (Figure 460 

5B, C), with ESM2G suffering more so from these biases than ESM2M.  In addition, one can see 461 

the relatively stronger zonal equatorial gradient in ESM2G compared to ESM2M.  ESM2G’s 462 

extremely shallow values in many areas (5-10 m near Peru) highlight the capacity for ESM2G to 463 

maintain average mixed layers much shallower than ESM2M. 464 

Comparison of maximum MLD (Figure 11D-F) illustrates that both models mix deeply in 465 

the North Atlantic consistent with their robust NADW formation (Figure 8), but not deeply 466 

enough in the Southern Ocean.  At 50S, observed MLDs reach 717 m, while those in ESM2M 467 

reach only 653 m and in ESM2G only 559 m.  In the western North Pacific, observed MLDs don’t 468 

exceed 232 m, while those in ESM2M reach 422 m and in ESM2G only 358 m.  Overall, ESM2G 469 

(r2=0.39) correlates better with observations than ESM2M (r2=0.24) for minimum MLD, while 470 

both correlate equally with maximum MLD (r2=0.41).  471 

 We examine the different character of interior processes in these two models through 472 

the models’ propensities to create and maintain mode waters – minimally stratified zones 473 

within the main thermocline that have distinct minima in the vertical density gradient (also 474 

referred to as a thermostad or pycnostad).  Mode waters form through Ekman pumping in 475 

regions of deep water columns where they can be isolated from the surface and advectively 476 

exported equatorward into the main thermocline.  This mechanism serves in complement with 477 

deep water formation to ventilate the ocean interior at intermediate depths (e.g. Talley et al. 478 

2003), and has been shown to be a critical supplier of nutrients to the tropics through the 479 

thermocline (Sarmiento et al., 2004). 480 
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Maps of the depth gradient in potential density (d0/dz; kg m-3 km-1) are shown in Figure 481 

12 for 300 m, 600 m and a meridional section along 160W for World Ocean Atlas 2009 (Figure 482 

12A, D, G, respectively), ESM2M (Figure 12B, E, H, respectively) and ESM2G (Figure 12C, F, I, 483 

respectively).  Here we define mode waters with a stratification cutoff of 0.6 kg m-3 km-1.  At 300 484 

m, both models do a reasonable job at representing regional variability in stratification with 485 

ESM2G (Figure 12C; r2=0.78; bias=0.35) having slightly higher covariance with the observations 486 

(Figure 12A) but larger bias than ESM2M (Figure 12B; r2=0.74; bias=-0.06).  ESM2M reproduces 487 

the observed areas of mode water in the Southern Ocean between 40S-50S while ESM2G has 488 

too little.  By 600 m, the distinction seen between the two ocean models is largely erased as 489 

neither ESM2M (Figure 12D) nor ESM2G (Figure 12E) are capable of maintaining the low 490 

stratification (mode water) regions observed throughout the Southern Ocean near 40S, though 491 

ESM2M shows faint traces of lower stratification in that region that boost the r2 from only 0.435 492 

in ESM2G to 0.605 in ESM2M.  The scope of these differences is also highlighted in meridional 493 

sections along 160W shown in Figure 12.  While observations (Figure 12G) show a single, large 494 

volume of low stratification between the isopycnals of  = 27.2 and  = 26.7 down to 900m at 495 

50S, these areas are restricted to depths shallower than 400m in ESM2M and are not well 496 

pronounced in ESM2G.  The volume of mode water in the Southern Ocean above  = 27.2 the 497 

observations (19x1015 m3) is reproduced partially in ESM2M (14x1015 m3) and only a small 498 

amount in ESM2G (2x1015 m3). 499 

ESM2M builds an extensive pool of minimally-stratified mode water in the central North 500 

Pacific at 300 m that is not observed.  This large volume of North Pacific mode water in ESM2M 501 

above  = 26.7 (2x1015 m3) has only a small expression in ESM2G (Figure 12I).  In the North 502 
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Atlantic at 300m, both models express low stratification, though this is more prominent in 503 

ESM2M.  The North Atlantic mode water volume above   = 27.6 in ESM2G (2.2x1015 m3) is 504 

only slightly higher than observations (2.5x1015 m3) while ESM2M (4.7x1015 m3) is 505 

approximately double.  The propensity of GFDL’s MOM-based models to create unrealistically 506 

large volumes of mode water in the Northern Hemisphere was previously described by 507 

Gnanadesikan et al (2007b) in the context of potential vorticity. 508 

 509 

Ocean ideal age distributions 510 

 While it has no direct observational equivalent, the ocean ideal age tracer (Thiele and 511 

Sarmiento, 1990) serves as a valuable indicator of ocean ventilation as an amalgam analog of 512 

chlorofluorocarbon, radiocarbon and other tracers.  After 1100 years of integration, ESM2M and 513 

ESM2G have very similar basin-average ages in both the Atlantic (230 years for ESM2M; 224 514 

years for ESM2G) and Pacific (600 years for ESM2M, 650 years for ESM2G).  The vertical age 515 

structure, however, strongly differs between the two models with ESM2G having a much older 516 

upper water column but younger deep waters than ESM2M.  The deep patterns are a direct 517 

consequence of the differences in the models’ meridional overturning (Figure 8).  In the North 518 

Atlantic, relatively old bottom water persists in ESM2M while ESM2G ventilates to the bottom.  519 

Similarly in the Pacific, the larger supply of Indo-Pacific bottom waters in ESM2G makes it much 520 

younger than ESM2M. 521 

Much of the upper water column age difference between these two models can be 522 

tracked to the shallower thermocline in ESM2G than ESM2M (Figure 13, bottom row).   Even 523 

though the thermocline volume (> 8C) is much larger in ESM2M than in ESM2G, their average 524 
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age is similar (86 years in ESM2G; 81 years in ESM2M).  While the causality behind this different 525 

behavior is not completely understood, we suspect that it is related to the propensity of ESM2G 526 

to maintain coherence in water mass properties compared to ESM2M.  As was noted above, 527 

explicit levels of vertical diffusion in these two models are much higher in ESM2M than in 528 

ESM2G both within and just below the mixed layer.  In the tropical thermocline, ESM2M 529 

diffusivities are generally lower than ESM2G diffusivities.  Further analysis and sensitivity 530 

studies are required to disentangle the relative controls determining these important 531 

differences. 532 

 A combined view of Southern Ocean zonal mean age (color), meridional density (; 533 

black lines) and zonally-integrated meridional overturning (green) in ESM2M (Figure 14A) and 534 

ESM2G (Figure 14B) highlights how differently these two models respond under conditional 535 

stability in deeply convective areas.  Contours of density illustrate ESM2M’s stronger 536 

meridionally sloping isopycnals between 45S and 60S consistent with the deeper maximum 537 

mixed layer depths in ESM2M than ESM2G (Figure 11).  Stream function contours illustrate the 538 

far deeper southward flow in ESM2M resulting in a much young upper water column (color) 539 

than in ESM2G.  South of the deep mixing region, westerly winds drive perpetual Ekman 540 

upwelling supplying relatively dense waters that maintain an upper water column density 541 

gradient to prevent deep wintertime convection.  The transport of those dense waters to the 542 

north supports deep wintertime convection with associated intense heat loss.  This dynamic 543 

operates similarly in these models with both having maximum northward transports of 544 

approximately 25 Sv and deep wintertime convection. Because the meridional temperature 545 

gradient is strongest in the deep convective region and decreases to the north, horizontal 546 
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mixing in the meridional direction provides a significant local cooling.  In ESM2M, this effect is 547 

strong enough to overcome the weak vertical stratification in the deep wintertime convection 548 

region to invert the vertical density gradient and induce further convection.  Because 549 

horizontally adjacent layers only interact within the mixed layer in ESM2G, and isopycnal mixing 550 

does not induce significant cooling, convection occurs only in the mixed layer during wintertime 551 

with southward flow restricted to a fairly shallow depth (Figure 14B). 552 

In ESM2M, at least three mechanisms drive enhanced lateral mixing, and subsequent 553 

enhanced convection and deepening southward circulation of the Deacon Cell relative to 554 

ESM2G.  First, lateral mixing that is otherwise oriented along locally-referenced potential 555 

density surfaces defaults to horizontal, diapycnal mixing when slopes increase beyond the 556 

threshold of 1/200.  Second, the vertical transition between the surface-oriented sub-mesoscale 557 

scheme (Fox-Kemper et al., 2011) and deeper-scale thickness mixing parameterization (Gent 558 

and McWilliams, 1990) drives a secondary subsurface overturning circulation stimulating 559 

convection.  Finally, high shear at the edge of the Antarctic Circumpolar Current induces 560 

significant exchange across the meridional temperature gradient.  Given these complex 561 

interactions, we suggest that further development of parameterizations relating to convection is 562 

warranted.  Potential development foci include improved representation of mechanisms such as 563 

eddies (e.g. Boning et al., 2008), storms, and propagating waves.  Attribution and correction of 564 

ocean biases in the Southern Ocean would also benefit from amelioration of the atmospheric 565 

biases in radiative transfer (Figure 4) that drive overly warm SST biases (Figure 5) and enhanced 566 

summer surface stratification in these models. 567 

 568 
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Conclusions 569 

 In summary, we have developed two new Earth System Models (ESM2M and ESM2G) 570 

that differ only in ocean formulation.  This work is unique in exploring an isopycnal coordinate 571 

ocean compared to the more traditional pressure coordinate regarding a suite of factors 572 

influencing climate. Climate simulation quality was found to be generally very similar to GFDL’s 573 

earlier CM2.1. Both ESM2M and ESM2G have realistic net radiative patterns at the top of the 574 

atmosphere and heat transports in the atmosphere and ocean. Problems the two models share 575 

are weak rainfall in the Amazon region, and the Southern Ocean surface being both too warm 576 

and mixing being too shallow.  Demonstrating the importance of ocean configuration on climate 577 

fidelity, the two models straddle observed estimates for a number of climate indices including: 578 

ENSO variability being overly strong in ESM2M and weak in ESM2G, the volume of the 579 

thermocline being too deep in ESM2M and slightly too shallow in ESM2G, deep Pacific 580 

ventilation being relatively weak in ESM2M (6 Sv) and strong in ESM2G (16 Sv), and North 581 

Pacific thermocline ventilation being too strong in ESM2M.  While each model has its relative 582 

strengths and weaknesses, our overall assessment of the models is that their quasi-equilibrium 583 

simulations both achieve sufficient fidelity to allow meaningful perturbation studies. In the 584 

companion paper (Part II), we describe the implications of these differences for simulation of 585 

the preindustrial carbon cycle.  In future papers, we will apply these models to evaluate the 586 

impact of human activities on past and future climate changes. 587 

  588 
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Figures: 867 

Figure 1: Box diagram of an earth system model. The green shaded boxes highlight the 868 

components needed to close the carbon cycle in a climate model (the blue and yellow shaded 869 

boxes).  Note that the atmospheric chemistry and aerosol distributions in the versions described 870 

here are externally specified. 871 

Figure 2: Globally averaged time series of various physical climate quantities over the first 1000 872 

years of integration for ESM2M (red) and ESM2G (green): A) Net radiation at the top of the 873 

model atmosphere in W m-2 with positive values indicating a warming of the atmosphere; B) 874 

Surface (2m) air temperature in C; C) Net heat flux into the ocean – sea ice system in units of W 875 

m-2. Positive values indicate a warming of the ocean; D) Sea surface temperature (SST) in units 876 

of C; E) Volume average ocean temperature in units of C; F) Atlantic Meridional Overturning 877 

Circulation (AMOC) calculated from the maximum value for the Atlantic meridional overturning 878 

streamfunction over all depths and latitudes between 20N and 60N. 879 

Figure 3: Depth profiles of temperature (left panels) and salinity (right panels). The top panels 880 

are global averages. The middle panels are averages taken from the Atlantic Ocean, bottom 881 

panels from the Southern Ocean for observations (World Ocean Atlas 2009; black),. ESM2M 882 

(red), and ESM2G (green). 883 

Figure 4: Observationally derived present day estimates (A, D, G) and preindustrial 884 

difference/bias patterns in ESM2M (B, E, H) and ESM2G (C, F, I) for shortwave radiation albedo 885 

at the top of the atmosphere (A-C), downward shortwave radiation onto the surface land/ocean 886 

(D-F) and surface shortwave albedo (G-I).  Observations are averages for the period of 1984-887 

2007 based on NASA LaRC/GEWEX Surface Radiation Budget project Release 3.0 888 
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(http://eosweb.larc.nasa.gov/PRODOCS/srb/table_srb.html).  These data were obtained from 889 

the NASA Langley Research Center Atmospheric Science Data Center.  Model values are 890 

averages from years 501-600 of model integration. 891 

Figure 5: Sea surface temperature (SST; top row; C), Sea surface salinity (SSS; middle row; PSU) 892 

and sea surface height (SSH; bottom row; m). In each case, the left column is an observational 893 

estimate while middle (ESM2M) and right (ESM2G) columns are the model anomalies (model 894 

minus observations).  SST (Locarnini et al. 2010) and SSS observations (Antonov et al. 2010) are 895 

from the World Ocean Altas 2009 (http://www.nodc.noaa.gov/OC5/WOA09/pr_woa09.html) 896 

while SSH observations are from Maximenko and Niiler (2005; 897 

http://apdrc.soest.hawaii.edu/projects/DOT/).  On the model anomaly maps are plotted the 898 

bias, correlation coefficient and standard error between the model and observationally based 899 

fields.  Note that some of these biases (most notably temperature) are expected in comparison 900 

of preindustrial models states with present day observations. 901 

Figure 6: Precipitation climatology (top row; m a-1) and standard deviation of monthly means 902 

(bottom row; m a-). In each case, the left column is an observational estimate from Mirador 903 

TRMM version 3B43 from 1998-2010 904 

(http://mirador.gsfc.nasa.gov/collections/TRMM_3B43__006.shtml) . The data used in this 905 

effort were acquired as part of the activities of NASA's Science Mission Directorate, and are 906 

archived and distributed by the Goddard Earth Sciences (GES) Data and Information Services 907 

Center (DISC).  The middle (ESM2M) and right (ESM2G) columns are the corresponding model 908 

derived fields based on years 301-500. 909 

http://eosweb.larc.nasa.gov/PRODOCS/srb/table_srb.html
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Figure 7: NINO3 (150W-90W; 5S-5N) SST power spectra (C octave-1) versus period (year) 910 

from NOAA’s extended reconstruction version 3 for 1880-2010 (Smith et al., 2008; 911 

http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php), and years 301-500 for 912 

ESM2M (red and ESM2G (green). 913 

Figure 8:  Top row: Latitude versus depth plot of the overturning stream-function in the Atlantic 914 

Basin. The observational estimates (left panel) are from Talley et al. 2003. The middle panel is 915 

from ESM2M, right from ESM2G. Middle and bottom rows: Depth distributions of the over 916 

turning stream-function at various zonal bands for the different ocean basins. ESM2M data is 917 

represented by the red lines, ESM2G by the green lines. The open circles are from Talley (2003). 918 

The crosses are from Ganachaud and Wunsch 2003. The stream-function units are Sv. 919 

Figure 9: Global ocean northward heat transport in petawatts. Observationally-based estimates 920 

are shown from the NCAR-NCEP reanalysis (stars; Kalney et al. 1996), the ECMWF reanalysis 921 

(circles; Gibson et al. 1997) and estimates with error bars by Ganachaud and Wunsch (2003; 922 

boxes) along with model estimates from ESM2M (red) and ESM2G (green). 923 

Figure 10: Climatological seasonal cycle of integrated sea ice extent in the Northern (Figure 9A) 924 

and Southern (Figure 9B) hemisphere for an observationally based estimate from the National 925 

Snow and Ice Data Centerusing a reference period of 1979 through 2000 (Fetterer etal, 2009; 926 

http://nsidc.org/data/g02135.html; black) compared with the ESM2M (red) and ESM2G (green) 927 

preindustrial runs. 928 

Figure 11: Climatological minimum (top) and maximum (bottom) mixed layer depths (m) using 929 

the Levitus 0.125 density criterion (Levitus, 1982). In each case, the left column is an 930 

observational estimate using temperature (Locarnini et al. 2010) and salinity (Antonov et al. 931 

http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php
http://nsidc.org/data/g02135.html
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2010) from World Ocean Atlas 2009.  The middle (ESM2M) and right (ESM2G) columns are the 932 

model derived diagnostics of the actively mixing layer.  On the model maps are plotted the bias, 933 

correlation coefficient and standard error between the model and observationally based fields. 934 

Figure 12: Maps of the vertical gradient in potential density referenced to the surface (d/dz; 935 

kg m-3 km-1) for World Ocean Atlas 2009 (WOA09; Locarnini et al. 2010), ESM2M, and ESM2G at 936 

300 m (top: A, B, C, respectively), 600 m (middle: D, E, F, respectively) and with depth along 937 

160W (bottom: G, H, I, respectively).  For the bottom panels, contours of potential density 938 

surfaces that signify the bottom of mode waters in the southern ocean ( = 27.2) and in the 939 

North Pacific ( = 26.7) for WOA09 (G), ESM2M (H) and ESM2G (I) are overlain for reference.  940 

Note the non-linear scale that goes linearly between 0.1 to 1 kg m-3 km-1 to highlight the low 941 

stratification mode waters and then switches to a logarithmic scale beyond. 942 

Figure 13: Maps of basin averaged ocean age tracer in the Atlantic and Pacific for ESM2M (A, D), 943 

ESM2G (B, E) and the difference of ESM2G minus ESM2G (C, F) averaged from years 1001-1100 944 

of the simulations.  In each case, contours of potential temperature are overlaid for ESM2M 945 

(red) and ESM2G (green).  The bottom set of panels show average Pacific profiles between 40S 946 

and 40N for potential temperature (G) and Age (H) and Age versus potential temperature (I) for 947 

ESM2M (red) and ESM2G (green).  Panel G also shows the observational estimate for potential 948 

temperature from World Ocean Atlas 2009 (Locarnini et al. 2010; solid) as well as the potential 949 

temperature with a constant 0.5C subtracted from it as a very crude proxy for expectation for 950 

actual preindustrial conditions. 951 
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Figure 14: Southern Ocean maps of zonally averaged ocean age tracer for ESM2M (A) and 952 

ESM2G (B) along with contours of potential density (; black) and meridional overturning 953 

circulation (Sv; green). 954 

955 
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