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1. Introduction

Water vapor is widely recognized to be a key cli-
mate variable, serving to link an assortment of com-
plex and poorly understood processes. Reducing
current uncertainties involving water vapor in the cli-
mate system requires accurate global measurement,
modeling, and long-term prediction of water vapor.
Toward this end, the Global Energy and Water Cycle
Experiment (GEWEX) Global Water Vapor Project
(GVaP) was given the responsibility to “establish an
accurate and validated water vapor climatology on the
relevant space and time scales” (Chahine 1997). To
help meet this research objective, a series of work-
shops are planned that will target key areas of uncer-
tainty. The first of these meetings, a GVaP Workshop
on Upper Tropospheric Humidity Measurements and
Retrievals, was held in Darmstadt, Germany, on
2–3 June 1998 at the European Organization for the
Exploitation of Meteorological Satellites.
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The purpose of the workshop was to intercompare
top-of-atmosphere radiances in the 6.3-µm water va-
por absorption band as simulated by different radia-
tive transfer codes. At present there are several
spaceborne sensors that measure the upwelling radi-
ance in this spectral range to retrieve information on
the moisture content of the upper troposphere. The
derivation of upper-tropospheric humidity (UTH)
from these observations is being done at a variety of
institutes throughout the world (Schmetz and Turpeinen
1989; Soden and Bretherton 1993; Stephens et al.
1996; Salathe and Hartmann 1997; Spencer and
Braswell 1997; Garand and Hallé 1997; Berg et al.
1998; Jedlovec et al. 2000; Chaboureau et al. 1998).
Common to all UTH retrieval methods is a dependence
on “forward” radiative transfer calculations. Likewise,
direct assimilation of water vapor radiances into nu-
merical prediction models (e.g., Eyre et al. 1993; Ga-
rand et al. 1997; Derber and Wu 1998) also requires
accurate and efficient forward models.

There are a number of models, of varying origins
and levels of complexity, that can be used to perform
such calculations. Unfortunately, little is known re-
garding the consistency among various radiative trans-
fer codes despite the fact that differences between
existing radiation codes can have a substantial effect
on the retrieval and assimilation of UTH
information. While differences between
various satellite-derived UTH climatolo-
gies are known to exist (e.g., Stephens
et al. 1996; Spencer and Braswell 1997;
Engelen and Stephens 1998), the extent
to which these are attributable to discrep-
ancies in the transmittance models used
for the retrieval is unknown. Given the
importance of accurate radiation codes
for both climatological assessment of
UTH as well as operational utilization of
water vapor radiance measurements, a
comprehensive comparison of existing
models is clearly needed. The first GVaP
workshop addressed this need by provid-
ing a systematic intercomparison of ra-
diative transfer codes using identical
spectral response functions and a care-
fully selected set of 43 representative
temperature and humidity profiles. The
objective of this comparison is to evalu-
ate the consistency between various
models rather than their absolute accu-
racy. The next section documents the dif-

ferent models that participated in the comparison as
well as the atmospheric profile dataset used in the
study. The major findings of the workshop are pre-
sented in section 3, followed by a summary and rec-
ommendations for future GVaP workshops in
section 4.

2. Description of radiation codes and
atmospheric profiles

Table 1 summarizes the models that participated
in the comparison. Listed with each model is infor-
mation about its line parameters, type of continuum
parameterizations for molecular oxygen and water va-
por, references, and the investigators who submitted
the results. A total of 23 different models, ranging
from detailed line-by-line (LBL) models to coarse-
resolution narrowband (NB) models to highly param-
eterized single-band (SB) models, participated in the
intercomparison. Each model used the same spectral
response function representing channel 12 on the High
Resolution Infrared Sounder (HIRS) from the
NOAA-12 spacecraft. The spectral response function
for this channel peaks at approximately 6.7 µm near
the center of the P branch of the ν2 absorption band

FIG. 1. The normalized spectral response function (dashed line) for channel
12 (6.7 µm) on the NOAA-12 spacecraft superimposed upon the equivalent widths
of water vapor absorption lines in the ν2 band. The equivalent widths (solid lines)
were calculated using spectroscopic information from the HITRAN-92 database
and correspond to an integrated water vapor mass concentration of 0.25 mol cm−2,
a pressure of 300 hPa, and a temperature of 240 K.
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(Fig. 1). In this portion of the infrared spectrum, wa-
ter vapor is by far the dominant absorber. However,
there are non-negligible contributions from O

2
 and

CH
4
. Salathe and Smith (1996) estimate that the net

contribution of the non-H
2
O gases on the 6.7-µm ra-

diance to be less than 0.5 K, with O
2
 being the domi-

nant non-H
2
O absorber. The NB and LBL model

transmittance calculations were explicitly convolved

with the spectral response function in Fig. 1, whereas
the SB models are constructed to contain this convo-
lution implicitly within their transmittance functions
(i.e., their transmittance functions are channel and sat-
ellite specific).

It is clear from Table 1 that different models often
share common features, such as the line parameter
database or continuum parameterization. For example,

1 GENLN2 4.0 k Edwards (1992) y CKD 2.1 H96

2 4A LBL m Tournier et al. (1995) y CKD 2.1 G93

3 AES LBL g Turner (1995) x CKD 2.1 H96

4 GENLN2-UW p Edwards (1992) y CKD 2.1 H96

5 GFDL LBL a Schwarzkopf and Ramaswamy (1999) y CKD 2.1 H92

6 kCARTA CKD0 o Strow et al. (1998) y CKD 0 H96

7 kCARTA CKD2.3 o Strow et al. (1998) y CKD 2.3 H96

8 LBLRTM G97 b Clough and Iacono (1995) y CKD 2.2 G97

9 LBLRTM L101 p Clough and Iacono (1995) y CKD 2.2 H96

10 LBLRTM L42 p Clough and Iacono (1995) y CKD 2.2 H96

11 MODTRAN3 1.5 d,n Berk et al. (1989) y CKD 0

12 UMD e Warner (1997) None CKD 2.1

13 Streamer l Key (1997) None no

14 Malkmus f Engelen and Stephens (1999) None CKD 2.2 MODTRAN

15 AES Fast g Garand et al. (1999) x CKD 2.1 AES LBL

16 HFFP o Joiner et al. (1998) y CKD 2.1 GENLN2

17 OPTRAN i McMillin et al. (1995) y CKD 2.2 LBLRTM

18 RTTOV-5 c Saunders et al. (1999) y CKD 2.1 GENLN2

19 SRM a Soden and Bretherton (1993) None & H92

20 SYNSATRAD b Tjemkes and Schmetz (1997) * CKD 2.2 LBLRTM

21 RTTOV-3 c Eyre (1991) None # HARTCODE

22 OTTM a Weinreb et al. (1981) None None Neuendorfer (1977)

23 SIMRAD h Weinreb et al. (1981) None None

TABLE 1. A list of radiative transfer models used in the comparison. The models are grouped according to their spectral resolution:
LBL (1–10), NB (11–13), and SB (14–23). The contributor refers to the number key on the author affiliation list. Continuum O

2
 indi-

cates the oxygen continuum parameterization: x used to show results based on Thibault et al. (1997); y used to show results based on
Timofeyev and Tonkov (1978). Continuum H

2
O indicates the water vapor continuum parameterization. CKD refers to a version of

the Clough–Kneizys–Davies continuum parameterization, Clough et al. (1989): ampersand (&), assumes Lorentz line shape for far
wings, and number sign (#), same as that used in LOWTRAN-6; Kneizys et al. (1983). Line database refers to the line parameters
used for LBL models: H = HITRAN (Rothman 1993); G = GEISA (Jacquinet-Husson et al. 1999), with the last two digits indicating
the year database was released.

Continuum

O
2

H
2
OModel Contributor Reference Line database
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most SB models use coefficients derived from higher-
resolution (NB or LBL) calculations (the model used
to derive the SB transmittance coefficients is listed
under “Line database” in Table 1). Similarly, a major-
ity of the LBL models use the HITRAN-96 line data-
base and some version of the Clough–Kneizys–Davies
(CKD) water vapor continuum parameterization
(Clough et al. 1989). However, there are exceptions.
For example, LBLRTM calculations have been per-
formed with both the HITRAN-96 (models 9 and 10)
and GEISA-97 (model 8) line parameters. Likewise,
different models may use different versions of water
vapor and oxygen continuum parameterizations or
have varying vertical resolution. This diversity allows
us to investigate the impact of different representations
of current theory on the simulated radiance (e.g., the
same model with different line parameters or con-
tinuum formulations), as well as different implemen-
tations of current theory (e.g., different models using
identical line parameters).

The atmospheric profiles used in this comparison
are a subset of the Television Infrared Observation
Satellite (TIROS) Operational Vertical Sounder
(TOVS) Initial Guess Retrieval (TIGR-2) profile data-
set (Chedin et al. 1985; Escobar-Munoz 1993), which
is a collection of radiosonde profiles carefully selected
to portray a wide range of atmospheric conditions.
A subset of 42 representative water vapor and tem-
perature profiles were sampled from the 1761 profiles
contained in the TIGR dataset and interpolated onto
101 uniformly spaced pressure levels. These levels are
identical for all profiles and extend from 1100 to
0.005 hPa, with a typical spacing of 10–20 hPa. The
overall mean of these 42 profiles provided the 43d pro-
file used in the comparison. Above 300 hPa, the ra-
diosonde humidity profiles were interpolated to a
dataset of stratospheric water vapor profiles (starting
at 100 hPa) derived from the Halogen Occultation
Experiment. Further details regarding the develop-
ment of this profile set can be found in Matricardi
and Saunders (1999, manuscript submitted to Appl.
Opt.). Finally, since many of the parameterized SB
models have a specified vertical gridding that differs
from model to model, it was not possible to perform
this comparison on a uniform vertical coordinate.
Therefore, the number of levels used in the calcula-
tions varied from model to model. However, every
effort was made to ensure that the vertical inter-
polation of the atmospheric profiles to a particular
model coordinate system was performed consistently
(i.e., linear in log pressure). Additionally, calculations

from one of the models that does have a flexible
coordinate (LBLRTM) were performed with two
vertical resolutions (which encompass most of the
range of vertical resolutions among the models) to
provide a rough estimate of the sensitivity to vertical
resolution.

3. Results

a. Top of atmosphere radiance intercomparison
The equivalent blackbody brightness temperatures

(hereafter referred to as brightness temperatures) cal-
culated for all 43 profiles are presented for each of the
23 models in Fig. 2. To facilitate the comparison, the
results are presented in terms of difference in T

b
, rela-

tive to that computed by a reference model, as a func-
tion of the reference model T

b
. Model 1 (GENLN2)

was chosen as the reference model for the sole reason
that it represents the median of the LBL calculations.
It is important to note, however, that selection of
GENLN2 as the reference in no way implies that it
provides better agreement with observations. Indeed,
establishing which of the LBL models is more accu-
rate is a challenging task since many of the differences
noted here are smaller than those that result from un-
certainties in measuring the atmospheric state. The
models are grouped into three categories in Fig. 2 ac-
cording to their spectral resolution: LBL models (top),
NB models (middle), and SB models (bottom). The
T

b
 differences for all three groups of models were com-

puted from the same model (GENLN2) to provide a
common reference between each group. We note that,
to a good approximation, the absolute T

b
 can be inter-

preted as the temperature field of the atmosphere on a
water vapor isosteric surface (Soden and Bretherton
1993). More specifically, the T

b
 can be interpreted as

the temperature of the profile at which the vertically
integrated overburden of watervapor (along the line of
sight) is ~0.2 mm. Thus, plotting the difference as a
function of the reference T

b
 also provides information

on the differing thermodynamic characteristics of the
43 profiles.

The bias in T
b
 averaged over the 43 profiles is listed

in parentheses next to each model. Of the three cat-
egories of models, the LBL models (1–10) clearly
exhibit the greatest degree of consistency with each
other (note the differing scales between model groups).
All LBL models, with the exception of model 2
(4A LBL; rms = 0.7 K), have rms differences with re-
spect to GENLN2 of less than 0.5 K (Fig. 3). The av-
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erage rms difference of the 10 LBL models is 0.25 K.
A tendency for reduced scatter for warmer T

b
 is also

apparent, suggesting greater consistency among LBL
models for profiles with relatively dry upper tropo-
spheres. While it is tempting to attribute the larger rms
difference for model 2 to its different source of line

parameters (GEISA vs HITRAN; cf. Table 1), the cal-
culations from the LBLRTM using both the GEISA-
97 database (model 8) and HITRAN-96 database
(models 9 and 10) both exhibit much smaller rms dif-
ferences with respect to GENLN2. This indicates that
differences between the GEISA and HITRAN line

FIG. 2. Results of the radiative transfer model intercomparison grouped according to the spectral resolution of the model. The dif-
ference in T

b
, computed with respect to the reference model (GENLN2), is plotted as a function of the reference model T

b
 for line-by-

line models (top), narrowband models (middle), and single-band models (bottom) for all 43 atmospheric profiles. The bias in T
b
 relative

to the reference model is listed in parentheses.
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parameters are not a significant source of discrepancy
for radiance calculations in this spectral interval.
However, when the H

2
O continuum parameterization

in model 2 (CKD 2.1) was adjusted to agree with High
Resolution Interferometer Sounder measurements
(taken under low humidity conditions), the rms differ-
ence with respect to GENLN2 was reduced from 0.7
to 0.3 K, indicating that even subtle differences in the
parameterization of H

2
O continuum absorption can be

an important source of discrepancy in LBL calcula-
tions for this channel.

Relative to the LBL results, the NB models (11–
13) exhibit somewhat larger intermodel variability.
They also tend to have larger discrepancies with re-

spect to GENLN2 calculations with
rms differences ranging from ~0.4 to
1.0 K (Fig. 3a).

Of the three categories, the most
variable results are found among the
SB models. Since these models are
the most computationally efficient,
they are also the most widely used for
radiance assimilation and UTH re-
trieval. The magnitude of scatter be-
tween the various SB models stands
in direct contrast to the relative con-
sistency among the LBL models. This
indicates that while our theoretical
treatment of the transmittance charac-
teristics of this spectral region have
converged, the implementation of that
theory has not. Indeed, the SB calcu-
lations show a broad range of differ-
ences with respect to the reference
LBL results (Fig. 3, bottom). Some
SB models (e.g., 16 and 20) agree re-
markably well with GENLN2, exhib-
iting rms differences comparable to
those found in other LBL models,
whereas other SB models (e.g., 21, 22,
23) have rms differences in excess of
2 K. It is encouraging, however, that
much of the intermodel variability in
this group is associated with a few
outlying models that, in fact, tend to
be either older models or outdated
versions. For example, the models
that exhibit the largest rms differences
(22 and 23) are both derived from a
nearly operational transmittance
model developed at the National En-

vironmental Satellite, Information and Data Service
(NESDIS) (Weinreb et al. 1981), which lacks any
explicit representation of water vapor continuum in
the 6.3-µm band. In contrast, the current NESDIS op-
erational model (17, OPTRAN) exhibits much better
agreement with the reference LBL calculations. Simi-
larly, the most recent version of RTTOV (version 5)
exhibits noticeably smaller differences with respect to
GENLN2 than does its predecessor (version 3). For a
few profiles (e.g., profile 36) RTTOV-3 calculations
differ significantly from those of RTTOV-5 (and most
other models). Some of this difference stems from the
fact that RTTOV-3 replaces the specific humidity pro-
file above 300 hPa with an extrapolated profile that

FIG. 3. The bias (top), std dev (middle), and rms difference (bottom) of the simu-
lated brightness temperature (in K) for each model with respect to the reference LBL
model (1–GENLN2).
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is internally generated by the model. It is partly the
elimination of this artificial feature, rather than a
change in transmittance formulation, that is respon-
sible for the improved performance of RTTOV-5.

Figure 3 (top) shows the difference in mean bright-
ness temperature, averaged over the 43 atmospheric
profiles, for each model relative to that computed from
the reference LBL model (1). For the vast majority (21
out of 23) of models, the simulated brightness tem-
peratures agree with the reference LBL calculations to
within approximately 1 K. Exceptions are again evi-
dent for the older band models (22 OTTM and
23 SIMRAD), which exhibit biases in excess of 2 K.
These larger biases reflect the absence of water vapor
continuum absorption in the 6.3-µm region, resulting
in systematically larger radiances relative to the other
models.Again, the highest degree of commonality is
found among the LBL models for which the majority
agree to within 0.2 K. For reasons not completely un-
derstood, one LBL model (2) differs systematically
from the others by roughly 0.7 K. The other outlying
LBL model (kCARTA with CKD 0) uses an older ver-
sion of the CKD water vapor continuum parameter-
ization. Of the remaining eight LBL models, the
largest discrepancy occurs for the same model
(LBLRTM) integrated with two different vertical reso-
lutions, 101 levels (model 9), and 42 levels (model 10).
Thus, simply changing the vertical resolution of a
model can alter the mean radiance by ~0.2 K. This sen-
sitivity is not specific to the LBLRTM, but rather the
issue of accurate vertical integration for a vertically
inhomogenous atmosphere is a general one that applies
to all models. This is an important consideration when
comparing radiance calculations between general cir-
culation models with differing vertical resolution, par-
ticularly when the number of levels is small.

Compared to the LBL models, the NB and
SB models exhibit noticeably larger biases. However
with the exception of the two older SB models (22 and
23), the remaining models exhibit biases with respect
to the reference LBL results of less than 1 K.
Unfortunately, this does not mean that the SB models
agree with each other to within 1 K. For example, two
of the more widely used operational models (RTTOV
and OPTRAN) exhibit differences with respect to the
reference LBL model of less than 1 K; however, the
biases are of the opposite sign. Hence the relative dif-
ference between these two models is nearly 1.5 K for
RTTOV-5 (2.0 K for RTTOV-3). As demonstrated
below, such discrepancies lead to systematic biases
when retrieving UTH as well as in direct assimilation

of the water vapor radiances. In some situations, radi-
ance correction schemes can be employed to remove
known biases. For example, the improved initializa-
tion inversion retrieval scheme (Chedin et al. 1985),
employs a “deltac correction,” which relies on collo-
cated satellite and radiosonde measurements to
account for biases in the forward model. Such correc-
tions, however, ultimately rely on the accuracy of the
in situ humidity measurements, which generally are
poor in the upper troposphere.

In general the agreement demonstrated here, par-
ticularly among the LBL models, is encouraging. It
is emphasized, however, that consistency among the
various radiative transfer models does not necessar-
ily imply accuracy. Validation of radiative transfer
models, especially of reference calculations produced
by line-by-line models, can only be achieved through
a comparison of radiative transfer calculations (based
upon accurate observations of the input parameters,
e.g., temperature and trace gas concentrations) with
observed spectral radiances. The ability to perform
such comparisons hinges on the existence of accurate
in situ measurements as well as an accurate under-
standing of satellite instrument calibration and spec-
tral characterization.

b. Effects of continuum absorption
Previous studies (e.g., Clough et al. 1992; Stephens

et al. 1996) have noted that continuum absorption (i.e.,
absorption due to the wings of remote lines) from
water vapor can play an important role in determin-
ing the atmospheric transmittance, even within the
6.3-µm band, which is actually dominated by line ab-
sorption (i.e., absorption in local lines). In addition to
water vapor, continuum absorption by molecular oxy-
gen also has a non-negligible influence on the atmo-
spheric transmittance in this portion of the infrared
spectrum. To assess the relative importance of H

2
O

and O
2
 continuum absorption in existing radiative trans-

fer models, calculations from both an LBL model (9)
and an SB model (20) were repeated for no-H

2
O con-

tinuum absorption and no-O
2
 absorption. Results for

the LBL model are plotted in Fig. 4. On average, in-
clusion of continuum absorption reduces the radiance
at the top of the atmosphere by 1.71 K for water va-
por and 0.3 K due to the oxygen continuum. The re-
sults from the SB model (20) give very similar results;
water vapor continuum reduces the radiance by 1.68 K
while oxygen continuum reduces it by 0.28 K. Thus
the net contribution by both species is roughly 2 K,
indicating that accurate treatment of continuum ab-
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sorption, particularly due to water vapor, is a neces-
sity for reliable retrieval and assimilation of UTH in-
formation from satellite-observed 6.3-µm radiances.
It is important to note, however, that the exact mag-
nitude of continuum absorption remains somewhat
uncertain and these numbers are subject to revision in
the future as the parameterizations and our under-
standing evolve. For example, the calculations from
the kCARTA LBL model were performed with two
different versions of the CKD parameterization—
versions 0 and 2.3. The mean radiance between runs
of the same model with two different versions of the
water vapor continuum differ by ~0.4 K, which is
nearly 25% of the currently estimated (CKD 2.3)
water vapor continuum contribution. The greater ab-
sorption provided by the CKD 0 relative to the more
recent CKD schemes may also explain the negative
radiance bias in MODTRAN3 v1.5 (Fig. 3), which
also uses CKD 0.

To fully interpret these results, it is important to
recognize that continuum absorption, as defined by
CKD, refers to the “absorption, of slow spectral varia-
tion (compared with that for lines) which, when added
to the local line contribution, provides agreement with
observation.” This is relevant to the current discussion
since it implies that the continuum absorption and line
absorption are inseparable. That is, the continuum

absorption depends upon the line param-
eters and observational data used to de-
rive it, as well as the definition of “local
line contribution.” This subtle point is
often overlooked in model development,
resulting in a mixing of line parameters
and CKD versions (cf. Table 1).

c. Jacobian intercomparison
For variational (1D-Var) UTH re-

trievals or direct assimilation of radi-
ances in an NWP model it is necessary
to compute not only the “first guess” ra-
diance from the model profiles (normally
a 6-h forecast) but also the gradient of the
transmittance model with respect to the
input profile variables. This is commonly
referred to as the Jacobian H(X) and is a
set of partial derivatives of the brightness
temperature, T

b
, with respect to all the

profile variables,

H X
T X

X
b( )
( )

( )
,= ∂

∂

where X is the profile vector that for HIRS contains
the temperature, water vapor, and ozone profiles ei-
ther on fixed pressure levels for most fast models or
on arbitrary pressure levels (e.g., model 17). Note sur-
face temperature, humidity, and pressure are also part
of the profile vector.

Five models (2, 15, 17, 18, 20) participated in a
comparison of the gradient of their high resolution
infrared Sounder-12 (HIRS-12) brightness tempera-
tures with respect to water vapor for two extreme pro-
files, one tropical and one arctic. Only the water vapor
profile was modified by reducing the specific humid-
ity value by 10% at a single level and then computing
the corresponding change in top-of-atmosphere T

b
.

This process was repeated individually for each level
in the profile to construct the Jacobian H(X).

The results are shown in Fig. 5a for a tropical pro-
file and Fig. 5b for an arctic profile. The sensitivities
plotted are the δT

b
(X) values for a δX of − 10% in spe-

cific humidity and the values have then been normal-
ized by the pressure thickness of the layer to allow
direct comparisons between the models with different
vertical resolutions. As expected for the tropical pro-
file the Jacobian has its largest value around 200 hPa
showing where HIRS-12 is most sensitive to changes

FIG. 4. A comparison of the brightness temperature (in K) simulated from the
LBLRTM (model 9) vs those simulated using the same model without water va-
por continuum absorption (no CKD) and without molecular oxygen continuum
absorption (no O

2
). The solid line represents perfect agreement.

X
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in water vapor. For the arctic
profile the sensitivity is much
less (by an order of magnitude)
and is over a much deeper layer.
The overall shapes of the curves
are similar for all the models.
However, RTTOV-5 with only
43 levels does have a somewhat
different behavior than the other
three models, which all have
more than 100 levels.

d. Impact on UTH retrieval
Any retrieval strategy de-

pends heavily on the ability to
accurately relate radiances to ab-
sorber concentrations. Therefore
systematic differences in trans-
mittance models will inevitably
introduce differences in the
derived products even when us-
ing the same retrieval method.
Exceptions may occur when
bias correction schemes, based
upon collocated comparisons
with in situ measurements, are
used (e.g., Chedin et al. 1985).
However such measurements
depend critically upon the accu-
racy of the in situ measurements.
Since water vapor typically re-
duces the upwelling radiance in
this spectral region, a radiative
transfer model that overpredicts
the radiance would require erro-
neously larger amounts of water
vapor to yield the correct bright-
ness temperature. To illustrate
the impact of errors in radiance
calculations, consider the re-
trieval of Soden and Bretherton
(1993), which relates the 6.7-µm
T

b
 to the logarithm of UTH ac-

cording to

ln
cos

,
UTH ⋅



 = +p

a bTo
bθ (1)

where θ is the satellite zenith angle and p
0
 is a refer-

ence pressure. The coefficients a and b are determined

by fitting this relation to radiative transfer calculations.
Taking the discrete derivative of (1) yields

∆ ∆UTH

UTH




 = b Tb. (2)

For a typical value of b = −0.12 K−1, Eq. (2) shows that
a 1-K uncertainty in the simulated brightness tempera-

FIG. 5. Profiles of the change in brightness temperature resulting from a 10% reduction
in specific humidity at each level for a tropical profile (top) and an arctic profile (bottom).
Results are shown for five models (4A, RTTOV-5, OPTRAN, AES Fast, and SYNSATRAD).
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ture corresponds to roughly a 12% relative error in
UTH. It is important to note that errors in simulated
brightness temperature scale linearly with the relative
uncertainty in UTH. Hence, a constant error in bright-
ness temperature introduces a smaller absolute uncer-
tainty at the dry end of the UTH spectrum and a larger
absolute uncertainty at the moist end. This general re-
lationship provides guidance on how the intermodel
differences translate into UTH retrieval errors. Figure 6
shows the distribution monthly mean UTH (with re-
spect to ice) derived from HIRS 6.7-µm observations

for July 1989 following Soden
and Bretherton (1996). The
UTH distribution in the top
panel was retrieved using the
RTTOV-3 model. The bottom
panel depicts the difference in
the retrieved UTH distribution
when a 1-K warm bias was arti-
ficially added to the same radia-
tive transfer model. Over the
subtropics, where the upper tro-
posphere is relatively dry, the
difference in UTH is quite small
(< 2% in terms of the absolute
difference). On the other hand,
over the more humid tropical
areas retrievals performed with
the biased model clearly overes-
timate the UTH and exhibit er-
rors that approach 10%. Thus for
a given radiance error (∆T

b
), sat-

ellite measurements of UTH are
actually most reliable (in an ab-
solute sense) under the driest
conditions. In contrast, conven-
tional radiosonde measurements
of upper-tropospheric water va-
por are generally considered to
be least reliable at low relative
humidities (Elliott and Gaffen
1991).

4. Summary

The relative convergence
among the various radiation
codes utilized in this workshop
represents an advancement in
the treatment and understanding

of clear-sky radiative processes in this spectral region.
The primary conclusions from the workshop may be
summarized as follows.

• LBL calculations typically agree to within ~0.2 K
with the exception of one model.

• The majority of NB and SB models agree to within
±1 K of reference LBL results. The agreement of
the SB models with the reference LBL calculations
is improved for newer or more recent versions of
SB models.

FIG. 6. (top) The distribution of upper-tropospheric relative humidity (with respect to ice)
retrieved from HIRS channel 12 (6.7 µm) observations for Jul 1989. (bottom) The differ-
ence in UTH when a 1-K warm bias is artificially added to the radiative transfer model used
to perform the retrieval.
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• Older SB models, particularly those without ex-
plicit parameterizations for water vapor continuum
absorption, exhibit biases in excess of 2 K.
Retrievals of UTH from these models will system-
atically overestimate the moisture by as much as
20%–30% (relative error).

• For the 6.7-µm channel, SB models (eg., 16 and 20)
can provide radiance calculations to the same level
of accuracy as LBL models (rms differences of
~0.2 K). This level of accuracy should be the stan-
dard that all SB models strive to attain.

• Continuum absorption by H
2
O and, to a lesser ex-

tent O
2
, is important in this spectral region, collec-

tively reducing the simulated brightness tempera-
tures by ~2 K.

• Accurate, simultaneous measurements of both the
atmospheric (temperature, water vapor, and trace
gas) profiles and spectral radiances are needed to
validate the LBL calculations.

In addition to intercomparing radiation codes, the
development of accurate UTH climatologies is also an
important component of GVaP. At present several dif-
ferent climatologies exist. The characterization of
these climatologies in terms of intrinsic errors and
uncertainties will require comparison of the satellite
retrievals with independent observations. Such efforts
are currently under way and will be the subject of fu-
ture workshops that will include satellite–satellite and
satellite–in situ comparisons, as well as studies of sat-
ellite calibration and spectral characterization
uncertainty.
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