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Abstract Progress in understanding how terrestrial ice
volume is linked to Earth�s orbital configuration has
been impeded by the cost of simulating climate system
processes relevant to glaciation over orbital time scales
(103–105 years). A compromise is usually made to rep-
resent the climate system by models that are averaged
over one or more spatial dimensions or by three-
dimensional models that are limited to simulating par-
ticular ‘‘snapshots’’ in time. We take advantage of the
short equilibration time (310 years) of a climate model
consisting of a three-dimensional atmosphere coupled to
a simple slab ocean to derive the equilibrium climate
response to accelerated variations in Earth�s orbital
configuration over the past 165,000 years. Prominent
decreases in ice melt and increases in snowfall are sim-
ulated during three time intervals near 26, 73, and 117
thousand years ago (ka) when aphelion was in late
spring and obliquity was low. There were also significant
decreases in ice melt and increases in snowfall near 97
and 142 ka when eccentricity was relatively large, aph-
elion was in late spring, and obliquity was high or near
its long term mean. These ‘‘glaciation-friendly’’ time
intervals correspond to prominent and secondary phases

of terrestrial ice growth seen within the marine d18O
record. Both dynamical and thermal effects contribute to
the increases in snowfall during these periods, through
increases in storm activity and the fraction of precipi-
tation falling as snow. The majority of the mid- to high
latitude response to orbital forcing is organized by the
properties of sea ice, through its influence on radiative
feedbacks that nearly double the size of the orbital
forcing as well as its influence on the seasonal evolution
of the latitudinal temperature gradient.

1 Introduction

The growth and decay of terrestrial ice sheets during the
Quaternary ultimately result from the effects of changes
in Earth�s orbital geometry on climate system processes.
This link is convincingly established by Hays et al.
(1976) who find a correlation between variations of
terrestrial ice volume and variations in Earth�s orbital
eccentricity, obliquity, and longitude of the perihelion.
One of the earliest and most widely known hypotheses
concerning the effects of orbital configuration on glacial
cycles is described by Milankovitch (1941), who presents
an argument that a decrease in summer insolation is
critical for glacial initiation. The usual interpretation of
the Milankovitch hypothesis is that a reduction in
summer insolation directly affects the amount of ice melt
that occurs during that season to a point when snow
fields can build upon previous year�s accumulation. In
this usual interpretation, the Milankovitch hypothesis is
centered on the effects of orbital configuration on snow
melt (or ablation) rates.

Other hypotheses have been presented as well. Young
and Bradley (1984) argue that the meridional insolation
gradient is a critical factor for the growth and decay of
terrestrial ice through its control over poleward moisture
transports and snowfall. Ruddiman and McIntyre
(1981), Miller and deVernal (1992), and Imbrie et al.

C. S. Jackson (&)
Program in Atmospheric and Oceanic Sciences,
Princeton University,
Princeton, NJ 08542, USA
E-mail: charles@ig.utexas.edu

A. J. Broccoli
NOAA/Geophysical Fluid Dynamics Laboratory,
Princeton, NJ 08542, USA

Present address: C. S. Jackson
Institute for Geophysics,
The John A. and Katherine G. Jackson School of Geosciences,
The University of Texas at Austin, 4412 Spicewood Springs Rd.,
Bldg 600, Austin, TX 78759, USA

Present address: A. J. Broccoli
Department of Environmental Sciences,
Rutgers University, New Brunswick,
NJ 08903 USA

Climate Dynamics (2003) 21: 539–557
DOI 10.1007/s00382-003-0351-3



(1992) suggest the North Atlantic Ocean circulation is
important for modulating ice volume. Ruddiman and
McIntyre (1981) and Miller and deVernal (1992) found
evidence within the geologic record that the North
Atlantic remains warm during periods of ice growth and
conjecture that enhanced meridional temperature gra-
dients and evaporation rates during winter enhance the
delivery of snow to the nascent ice sheets of northeastern
Canada. Imbrie et al. (1992) propose that orbital forcing
affects North Atlantic deep-water formation and,
through a chain of causality involving the Southern
Ocean, atmospheric CO2 levels.

Three-dimensional climate models provide opportu-
nities to explore some of these hypotheses within a
physically consistent framework. Unfortunately, the
large computational cost of simulating more than a
century or two with the most comprehensive climate
models imposes an important constraint on modeling
glacial-interglacial cycles. This constraint has focused
research efforts towards more feasible targets, such as
identifying the necessary factors that allow glaciation to
occur at the inception of the most recent glacial cycle at
approximately 115 thousand years before present (ka).

The 115 ka time period is of interest not only because
it corresponds to a time of early growth of land ice, but
also because the distribution of land ice and atmospheric
concentration of CO2 were similar to present. The main
boundary condition that may account for differences
between present and 115 ka is the difference in orbital
configuration. A number of modeling studies have at-
tempted to simulate glacial inception by prescribing the
115 ka orbital geometry in climate models consisting of
an atmospheric general circulation model (AGCM)
coupled to a simple slab ocean (Rind et al. 1989; Oglesby
1990; Mitchell 1993; Phillipps and Held 1994; Dong and
Valdes 1995; Gallimore and Kutzbach 1995). These
modeling studies discuss the importance of feedbacks
involving sea ice and soil moisture. Sea-ice feedbacks
play a role in amplifying the annual mean cooling as well
as shaping seasonal response to changes in insolation.
Moreover, sea-ice dynamics serve as a negative feedback
on sea ice thickness, positive feedback on sea ice con-
centration, and a positive feedback on surface air tem-
perature for an orbital configuration at 115 ka (Vavrus
1999). Increases in soil moisture in the mid- to high
latitudes are also noted in several studies and could be
playing a significant role in maintaining cooler surface
air temperatures as well as increasing precipitation over
land at 115 ka (Mitchell 1993; Phillipps and Held 1994).
An increase in storm activity, which leads to increased
precipitation rates in simulations of orbital forcing at
115 ka, is found by Kageyama et al. (1999) in an AGCM
with specified sea surface temperatures (SSTs). The
change in storm activity is directly related to increases in
the meridional temperature gradient forced by a win-
tertime warming of the continents consistent with the
change in radiative forcing.

A common feature of many of these studies of glacial
initiation is an inability to maintain year-round snow

cover from orbital forcing alone. The prescription of at
least an initial meter of snow over land points north of
45�N is also insufficient to create conditions favorable
for glacial initiation in several experiments (Oglesby
1990; Rind et al. 1989; Phillipps and Held 1994). In
contrast to other experiments, the model employed by
Dong and Valdes (1995) is sufficiently sensitive to radi-
ative changes at 115 ka to reach the critical threshold of
summer cooling noted by Rind et al. (1989) that allowed
the annual accumulation of snow over many grid cells of
the high Arctic, although not necessarily where the
geologic record suggests glacial initiation took place.
One reason some climate models may lack the necessary
sensitivity is due to a warm bias in summer surface air
temperatures within the northern high latitudes, a
common feature in many model predictions of modern
climate (Vettoretti and Peltier 2003a, b). The reduction
of this bias leads to an enhanced sensitivity and per-
manent snow cover over part of the northern high lati-
tudes in response to insolation anomalies at 115 ka.

The failure of many climate models to simulate per-
manent snow cover over Eurasia and North America at
115 ka could indicate that those models have neglected a
critical feedback. Vegetation feedback is one possible
candidate. Cooler summers were found to be a factor in
forcing a conversion of high-latitude taiga and decidu-
ous forests to higher albedo tundra, a process that
contributed to glacial initiation in the modeling studies
of de Noblet et al. (1996) and Gallimore and Kutzbach
(1996). Recently, the coupled, three-dimensional, atmo-
sphere-ocean modeling study of Khodri et al. (2001)
found the amplifying effects of orbital forcing on the
North Atlantic sea surface temperatures to be critical to
glacial initiation, through reductions in the strength of
the thermohaline circulation in addition to increased
poleward moisture transports within the atmosphere.
For a variety of reasons, which we will discuss in more
detail toward the end of this study, the importance of
these feedbacks in the real climate system remains
uncertain.

While identifying the necessary factors that led to
glacial initiation at 115 ka is important to quantifying
some aspects of orbital forcing of glacial cycles, we also
need to identify processes that are important to the
evolution of terrestrial ice volume that may or may not
be the same as those processes emphasized from studies
of climate at 115 ka. Time series analysis of oceanic
sediments reveals that ice volume has varied linearly
with obliquity and precessional forcing since at least
800 ka (Imbrie et al. 1984). This suggests that orbital
forcing has affected climate in a systematic fashion, and
that knowledge gained from examining time slices other
than 115 ka would be relevant to identifying processes
that link orbital configuration with glacial-interglacial
cycles. In fact, the most direct way to identify such
processes is to directly model the temporal evolution of
climate over orbital time scales. Because the computa-
tional demands of three-dimensional climate models are
beyond our present computing power, at least in a
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practical sense, other modeling strategies have been
developed.

A common approach to modeling time-dependent
climate response on orbital time scales is to use reduced-
order models that average over one or more spatial
dimensions. Examples of such models are energy bal-
ance models (EBMs), coupled EBM-ice sheet models, or
other reduced dimension models (Suarez and Held 1979;
Schneider and Thompson 1979; Held 1982; Deblonde
and Peltier 1991, 1993; Short et al. 1991; Gallee et al.
1992; Marisiat 1994; Ledley and Chu 1995; Peltier and
Marshall 1995; Tarasov and Peltier 1997). These models
have performed remarkably well to describe the radia-
tive effects of insolation and CO2 on surface air tem-
perature and are able to reproduce terrestrial ice volume
changes on precession, obliquity, and even eccentricity
time scales. Although many of these models contain
some parameterization of the hydrologic cycle, varia-
tions in ablation rates dominate modeled changes in ice
volume (Tarasov and Peltier 1997). A question still
remains, however, as to why lower-order models can
initiate glaciation at 115 ka solely from orbital forcing
when many more complete climate system models
cannot.

An alternate strategy for generating time series of
model predictions over orbital time scales without com-
promising the ability to resolve the dynamics of the
atmosphere is to string together a series of snapshot
equilibrium experiments through a time interval of
interest. Such an approach is taken in a series of experi-
ments of deglaciation in which reconstructions of orbital
configuration, CO2 concentrations, and terrestrial ice
sheets were used to force a climate model consisting of an
atmospheric GCM coupled to a slab ocean at 3 ky inter-
vals between 18 ka and present (Kutzbach and Guetter
1986; Kutzbach 1987; Felzer et al. 1998). A slightly dif-
ferent approach was adopted by Prell and Kutzbach
(1987) in their study of the effect of orbital forcing on time
series records of monsoon strength over the last 150 ky.
Through a series of equilibrium experiments meant to
determine the separate influence of eccentricity scaled
precession, obliquity, and ice-sheet extent on monsoon
strength, they derived a linear prediction of the time series
of monsoon strength that scaled with the known varia-
tions in orbital configuration and ice volume.

In this study, we explore the time-dependent response
of Arctic climate to orbital forcing over the past
165,000 years by combining the strengths of a three-
dimensional climate model with the time series approach
typically reserved for lower-order models. We accom-
plish this by using a computationally efficient climate
model, consisting of an atmospheric GCM coupled to a
simple mixed layer ocean, and accelerating the orbital
forcing such that the integration is practicable with
existing computer resources. Our choice of a GCM
(rather than a lower-order model) is dictated by our
interest in processes affecting precipitation, such as
cyclone dynamics and moisture transports. In this
approach, we are deliberately neglecting a number of

potentially important feedbacks, including ocean
dynamics, atmospheric composition, glacier dynamics,
and vegetation. This simplified experimental design al-
lows us to better understand processes involving the
atmosphere and its interactions with the land surface,
sea ice, and the oceanic mixed layer. We focus our
analysis on the response of Arctic climate and mecha-
nisms that affect it, particularly those processes that are
relevant to continental glaciation.

2 Model design

The climate model used in the orbital forcing experiments is nearly
identical to the one used by Broccoli (2000) to simulate the ice age
climate, differing only in the choice of resolution. The model con-
sists of an atmospheric GCM, land surface model, and a static
mixed-layer ocean model, which includes a dynamic-thermody-
namic model of sea ice. Earlier versions of this model have been
used to examine the climate response to changes in boundary
conditions at the Last Glacial Maximum (Manabe and Broccoli
1985; Broccoli and Manabe 1987). We shall include here a brief
description of the various components of the climate model that are
used in the orbital forcing experiment.

The atmospheric component numerically solves the primitive
equations using the spectral transform technique. We have chosen
to use a coarsely resolved atmosphere with 9 unevenly spaced levels
in the vertical, and R15 spectral transform truncation with equiv-
alent grid spacing of approximately 4.5� latitude by 7.5� longitude.
The choice of this lower resolution is dictated by the need to
minimize the computational expense of the experiment, which will
be elaborated in the following section.

The land-surface model determines surface temperature in a
heat balance calculation that is constrained by the requirement that
no heat is stored within the surface. Soil moisture is predicted
through a simple �bucket� formulation in which the soil has a
holding capacity of 15 cm depth of water. Any water accumulation
in excess of 15 cm depth is assumed to be runoff. Snow cover is also
predicted based on snowfall, sublimation, and snowmelt, but has
no limits to its accumulation. Since there is no storage of heat
within the surface, over snow covered surfaces excess surface en-
ergy will go toward melting of snow via the latent heat of melting of
ice to water. There is no account concerning refreezing of surface
melt. Because the model does not include any formulation for
glacier dynamics, the model will not allow land ice to expand into
neighboring grid cells through ice deformation.

The mixed-layer ocean consists of a static, isothermal slab of
50 m depth, which is sufficient to account for the seasonal storage
of heat within the upper ocean. An additional source or sink of heat
is prescribed within the model mixed layer, varying with location
and season, and is intended to mimic the transport of heat by ocean
currents. These heat flux adjustments are determined within a
simulation of modern day climate in which observed SSTs and sea
ice are prescribed, and they equal the amount of heat that is needed
to maintain the observed SST and sea-ice distribution. When the
model is appropriately tuned to give radiative balance at the top-of-
the-atmosphere, the global mean heat flux adjustments will be near
zero. When fully tuned, the model was able to achieve a radiative
balance to within 1.2 W m–2, which we consider acceptable for a
model of this kind.

Some smoothing of the calculated heat flux adjustments is
employed in the southern extratropics. For latitudes south of 40�S,
the applied flux adjustments are replaced by the zonal mean of the
calculated values. In the belt from 30�S to 40�S, the applied flux
adjustments are a weighted average of the zonal mean and calcu-
lated values, with the weighting varying linearly over that latitude
range. This smoothing is needed to avoid excessive sea-ice growth
when sea ice extends over points with negative annual mean heat
flux adjustments. Negative flux adjustments occur because
the storm track is too weak in the R15 AGCM, leading to
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insufficient cloudiness and an excess of solar radiation received at
the surface.

Sea-ice dynamics and thermodynamics are simulated according
to the formulation of Flato and Hibler (1992). Their formulation is
based on the physics of cavitating fluids as a means to predict the
formation of leads, which are important to a more realistic repre-
sentation of the exchange of energy between the mixed-layer ocean
and the atmosphere.

3 Experimental design

The objective of this modeling experiment is to simulate the equi-
librium climate response to the continually varying orbital config-
uration of the Earth over the past 165,000 years. We have reduced
the computational cost by accelerating the variations in orbital
configuration by a factor of 30, so that the actual length of the
integration is reduced to 5500 years. This amount of acceleration
can be justified by the relatively short response time of the atmo-
sphere/mixed-layer ocean system to a given change in external
forcing, which is on the order of 10 years, or more than 3 orders of
magnitude faster than the highest frequency component of orbital
forcing. A more strict constraint on the choice of acceleration
factor is dictated by the need to discern the climatic response of the
climate system model to changes in orbital configuration through
the noise of the model�s internal variability. A model integration of
30 years is usually sufficient for this purpose. Therefore, by accel-
erating the variations in orbital configuration by a factor of 30, one
should be able to discern the climatic effects of 1 ky increments in
orbital evolution. Because we have selected a model that adjusts
rapidly and will always be in near-equilibrium with the prescribed
changes in orbital configuration, we have chosen to apply the
variations in orbital configuration backwards in time. This provides
the flexibility to extend the integration further back in time beyond
165 ka as resources allow.

The variations in Earth�s orbital configuration were taken from
the work of Berger (1992) (Fig. 1) and involve three parameters:
eccentricity, obliquity, and the longitude of perihelion. These
parameters are updated monthly during the model integration.
Each year of the model is defined to have 365 days and fixes the
vernal equinox on March 21st in accordance with the Paleoclimate
Model Intercomparison Project (Joussaume and Taylor 1995).
Because the rate of change of the seasons depends on the longitude
of the perihelion, seasonal information may be distorted by a
‘‘calendar effect’’ (Joussaume and Bracconot 1997). This effect does
not exist for annual mean quantities, but may complicate the
interpretation of time series of seasonal or monthly means. We
show monthly means without adjusting for the calendar effect. In
all cases in which we use monthly means to draw important con-
clusions, we have confirmed that those conclusions are not sensitive
to the calendar effect.

It is important to note that the variations in orbital configu-
ration are the only boundary conditions that are allowed to vary
through the model integration. There are no prescribed changes to
model topography, atmospheric composition, vegetation, the size
and extent of terrestrial ice sheets, or the land-sea distribution. All
of these quantities are prescribed in accordance with modern val-
ues, with discretization as appropriate for the resolution of the
model. Topography has been smoothed using the procedure
developed by Lindberg and Broccoli (1996). While all of the
aforementioned quantities have varied during the past
165,000 years, the orbital forcing experiment is designed to isolate
the effect of changes in orbital configuration on climate, indepen-
dent from changes in these other quantities.

Our experimental strategy to model the time evolving equilib-
rium climate response to orbital forcing over long time scales is
similar in concept to the strategy developed by Kutzbach and
Guetter (1986), except that we have chosen to make a single inte-
gration with smoothly varying forcing rather than create a time
series from a number of separate equilibrium climate model inte-
grations through a time interval of interest. By forcing a climate

system model with continuous changes in orbital forcing, we make
no assumption concerning the importance of any particular orbital
configuration. The experimental design of Prell and Kutzbach
(1987), for instance, makes the assumption that summer insolation
is the critical season in which changes in orbital forcing affect the
strength of the African and Asian monsoons. While this assump-
tion is appropriate for their processes of interest, no such simpli-
fication is appropriate for the many diverse processes that can
affect Arctic climate.

The choice to accelerate the forcing rather than to string to-
gether a number of slightly different climate simulations is mainly
for the ease of model execution and the organization of model
output. There is also the advantage of being able to apply time
series analysis methods to the model results in a manner that might
not be possible from a more choppy sequence of separate model
integrations. One of the primary advantages of simulating climatic
time series is to facilitate the more direct comparison between
model output with climate proxy records, which are often displayed
as time series. An additional advantage to generating time series
simulations over orbital time scales is the prospect of using
regression analysis to extract the relative importance of variations
in obliquity and precession for a given climatic response.

4 Processes affecting surface air temperature

We begin our analysis by considering the variations in
seasonal and annual mean surface air temperature
(SAT). The imposed variations in orbital parameters
induce changes in annual mean surface air temperature
(Fig. 2) over northern high latitudes (60–90�N) with a

Fig. 1 The history of three parameters that specify Earth�s orbital
configuration over the last 165,000 years (Berger 1992). The
parameters are eccentricity as the degree of non-circularity of an
orbit, obliquity as the tilt of the rotation axis with respect to a line
perpendicular to the orbital plane, and the longitude of perihelion
as the point (or date) at which a body in orbit around the sun is at
its closest approach to the Sun. The longitude of the perihelion is
defined to be at 0� longitude during the Northern Hemisphere�s
autumnal equinox (AE). The remaining symbols are WS for the
winter solstice, VE for the vernal equinox, and SS for the summer
solstice
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dynamic range of 34 K. Minima in annual mean SAT
at 26, 73, and 117 ka indicate that these times are
potentially favorable for glaciation, assuming that
summer melt is minimized when annual mean SAT is
low. The influences of the 41,000-year obliquity cycle
and the 320,000-year precession cycle are evident
within the annual mean SAT time series.

To quantify the contribution of obliquity and pre-
cession to variations in SAT (or any other quantity), a
least squares fitting procedure is used. The time series of
deviations of a given climatic quantity from its mean
value over the 165,000-year simulation, X(t), is expressed
as:

X ðtÞ ¼ AoU
0ðtÞ þ ApeðtÞ cos½kðtÞ � /p� þ RðtÞ ; ð1Þ

where t is time, F¢ is the deviation of obliquity from its
165,000-year mean, e is eccentricity, k is the longitude of
the perihelion. The fitting procedure determines Ao, the
amplitude of the response to obliquity, and Ap and /p,
the amplitude and phase angle of the response to pre-
cession. The precessional forcing term (Ape(t)cos[k(t) –
/p]), equivalent to the ‘‘precession index’’ of Berger
(1978), includes eccentricity because it modulates the
effects of precession on insolation. The residual R(t)
contains climatic noise, nonlinear interactions between
the orbital components, and any direct influence of the
100,000 year long term variations in eccentricity. To
display the sensitivities of a particular quantity X to
obliquity and precessional forcing, we plot –Ao, which is
the departure of X from its long-term mean for a
1-degree reduction in obliquity, and Ape (t)cos[k(t) – /p],
which is the departure of X from its long-term mean for
a chosen longitude of the perihelion k(t) and an assumed
eccentricity value e(t) of 0.01.

When referring to the precessional component of a
given time series, we specify either the perihelion date or
the aphelion date, depending on our interpretation of

the season in which the solar forcing is most relevant to
the quantity in question. Because the date of perihelion
is always separated from the date of aphelion by six
months, an orbital configuration with a late spring
aphelion is identical to one with a late fall perihelion,
making the choice of reference arbitrary. For non-ther-
mal quantities where it may not be clear whether a
maximum or minimum solar forcing is important (such
as for storm activity) we arbitrarily choose either the
aphelion or perihelion date as a reference.

Based on the least-squares fit, obliquity variations
account for 51% of the temporal variance in annual
mean SAT, with cold conditions associated with low
obliquity. This is consistent with the insolation forcing,
since low obliquity leads to decreased high-latitude
insolation. Precession accounts for 43% of the variance,
with coldest conditions occurring when aphelion occurs
on May 20th. (Note that this is equivalent to stating that
the coldest conditions occur when perihelion occurs on
November 19. We refer to the aphelion date in this case
because we believe the spring insolation is the control-
ling influence.) The substantial fraction of annual mean
SAT variance associated with precession is significant,
given that precession has no effect on annual mean
insolation. This implies that changes in insolation due to
precession during some portion of the year must have a
disproportionate effect on annual mean SAT.

Evidence for this disproportionate response can be
seen in the seasonality of the response of zonal mean
SAT to orbital forcing (Fig. 3). The response to pre-
cessional forcing is depicted by choosing an aphelion
date of May 20th, which is the phasing that minimizes
annual mean Arctic SAT (60�N–90�N). The corre-
sponding sensitivity of insolation to obliquity and pre-
cessional forcing is shown by contours within the same
figure.

One of the most striking features of this analysis is
the counterintuitive response of the Arctic SAT to pre-
cessional forcing, which is dominated by cooler tem-
peratures through much of the year, even during those
seasons when insolation is increased. This contrasts with
the low-latitude response, in which SAT exhibits a 1–
2 months delay relative to the seasonal cycle of insola-
tion anomalies. This contrast is depicted in a polar
coordinate diagram that shows both the amplitude and
phase of SAT sensitivity to precessional forcing for each
month of the year (Fig. 4a). The longitude of the peri-
helion (defined to be zero when perihelion occurs on the
autumnal equinox) that maximizes SAT for a particular
month is given by the angle with respect to the polar
axis. The distance from the center of the circle depicts
the amplitude of the sensitivity. For SAT averaged be-
tween 70�N to 90�N, virtually all of the monthly
amplitude-phase positions lie in the lower left portion of
the plot (Fig. 4a), indicating that cold anomalies occur
throughout much of the year when aphelion is in spring
(i.e., perihelion in autumn). This contrasts with the
behavior of SAT averaged between 20�N to 40�N
(Fig. 4b), which responds more linearly to precessional

Fig. 2 Time series of annual mean surface (lowest level) air
temperature averaged between 60�N–90�N. Each point represents
a 10-year mean from the model integration. The red curve
represents the best linear fit between obliquity and precessional
variations and the time series
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forcing. At these latitudes, maximum SAT for a partic-
ular month is associated with the occurrence of perihe-
lion about 1–2 months earlier, which is consistent with
the thermal inertia provided by the mixed-layer ocean.

The seasonal and annual mean response of Arctic
SAT to orbital forcing as demonstrated in Figs. 2–4 can
ultimately be related to three properties of the Arctic
that are affected by the presence of sea ice: (1) the long
equilibration time of the Arctic, (2) the seasonality of
SAT sensitivity to forcing, and (3) the rectification of
insolation variations by sea-ice albedo feedbacks.

The long equilibration time of the northern high
latitudes is important to damping the effect of seasonal
variations in orbital forcing on SAT. Sea ice can be re-
garded as a reservoir of negative thermal energy, which
is equivalent to an enhancement of thermal inertia and
thus slows the response of the high-latitude climate
system. Sea ice also damps the exchange of energy be-
tween the atmosphere and the mixed-layer ocean. In
combination, these characteristics of sea ice can lengthen
the equilibration time of the northern high latitudes by
several years. This length of time is sufficient to allow
forcings or processes that affect annual mean SAT to
also dominate seasonal variations in SAT.

As for the second property, the seasonality of SAT
sensitivity over the Arctic basin is largely controlled by
feedbacks involving sea ice. The sensitivity is weakest
during summer when surface melting of sea ice con-
strains SAT to be close to 0 �C irrespective of orbital
configuration. The largest sensitivity occurs in late au-
tumn and early winter, shortly after sea-ice extent and
thickness reach their seasonal minima. During this sea-
son, SAT is especially sensitive to sea-ice thickness and
extent as the ice insulates the rapidly cooling lower
atmosphere from the warmer (i.e., near-freezing) ocean
water below (Ledley and Pfirman 1997; Manabe and
Stouffer 1980). Thus, sea ice feedbacks cause the

Fig. 3 Seasonal sensitivity of zonally averaged surface air temper-
atures (colors; blue, cooling, red, warming) and insolation (con-
tours, interval is 2 W/m2) to a obliquity forcing and b precessional
forcing. Sensitivity to obliquity is given by the temperature
anomaly (with respect to the long-term mean) that occurs in
response to a 1� reduction in obliquity (i.e. –Ao of Eq. 1).
Sensitivity to precession is given by the temperature anomaly that
results from setting the longitude of the perihelion to a given value
and arbitrarily assuming an eccentricity of 0.01. In this instance,
the longitude of the perihelion is set to 59�, which places perihelion
on November 19th and aphelion on May 20th

Fig. 4 Polar coordinate diagrams of the monthly mean sensitivity
of spatially averaged surface air temperature a 70�N to 90�N and
b 20�N to 40�N. The angle indicates the longitude of the perihelion
for which the temperature in a given month is maximized (i.e., /p

in Eq. 1), and the radial distance indicates the magnitude of the
temperature anomaly for that perihelion longitude if eccentricity is

assumed to equal 0.01 (i.e., 0.01Ap in Eq. 1). Units are K. For
example, the spatial mean temperature for 70�N to 90�N during
May is a maximum when the longitude of the perihelion is 210� and
the temperature anomaly under such conditions is 1 K if the
eccentricity is 0.01
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seasonal SAT responses to obliquity and precessional
forcing to be quite similar despite the different effects of
these forcings on the seasonal and annual mean insola-
tion. This similarity is also evident in the geographical
distribution of SAT response for many months of the
year (not shown), which show similar spatial structures
resulting from obliquity and precessional forcing,
including a wave 2 pattern reflecting cooler temperatures
over the high latitude ocean and warmer temperatures
over the continents.

Finally, the effect of sea ice albedo feedbacks on the
rectification of insolation anomalies is important to
enhancing the amplitude of the response of SAT to
orbital forcing. This is most evident for the precessional
component of orbital forcing which has no effect on
annual mean insolation. Radiative feedbacks involving
sea ice are essential in this rectification process, as they
amplify the effects of insolation changes during the late
spring melt season, when the surface albedo is quite
sensitive to changes in radiative input (Ledley and
Pfirman 1997). The phase lag between the seasonal cycle
of insolation and surface climate is critical to the recti-
fication process because it allows extensive ice to coexist
with near-freezing temperatures and high insolation in
spring. A similar sensitivity does not exist in autumn
because insolation is much weaker at the times when the
same combination of temperatures and cryospheric
conditions is present. An evaluation of the relative size
of radiative feedbacks involving sea ice, snow cover, and
clouds at all latitudes is considered next.

5 Radiative feedbacks

To better understand the processes involved in orbitally
forced climate change, anomalies in the net shortwave
radiation received at the top of the atmosphere at a gi-
ven phase of the seasonal cycle can be partitioned into a
radiative forcing term and a radiative feedback term.
For a given phase of the seasonal cycle, the top-of-
atmosphere (TOA) shortwave radiation budget can be
expressed as

Snet ¼ Sð1� aÞ ð2Þ

where Snet is the net TOA shortwave radiation, S is the
TOA incident radiation, and a is the TOA albedo. Each
of these quantities can be represented as the sum of a
long-term mean and time-varying anomaly, such that
the anomaly in Snet can be expressed as

Snet0 ¼ S0ð1� �aÞ � ð�S þ S0Þa0 ð3Þ

where the overbar indicates a long-term mean and the
primed quantities represent the anomalies with respect
to the long-term mean. The first term on the right hand
side of Equ. (3) is the radiative forcing, which is the
effect of the orbitally induced insolation anomalies on
the radiation budget of the unperturbed climate. The
second term represents the radiative feedbacks in which

changes in climate (specifically, those resulting in a
change in TOA albedo) further modify the TOA radia-
tion budget.

To obtain annually averaged values for the forcing
and feedback terms, Eq. (3) is integrated over the sea-
sonal cycle. The obliquity and precessional components
of zonal and annual mean insolation, forcing, and
feedbacks are obtained using the decomposition method
described in Sect. 4 (Fig. 5). As required by Eq. (3), the
latitudinal distribution of obliquity forcing (Fig. 5a) is
similar to that of obliquity-induced insolation anoma-
lies, with a 2 to 3 W/m2 decrease in radiation received at
high latitudes and a 1 to 2 W/m2 increase in radiation
received at low latitudes. Forcing is reduced relative to
insolation, with the largest reduction occurring at high
latitudes where the annual mean �ais largest. For most
latitudes, shortwave radiative feedbacks resulting from
obliquity changes are of the same sign as the forcing,
amplifying the changes in the pole-to-equator gradient

Fig. 5 Latitudinal profile of the sensitivity of annual mean
insolation (solid black), forcing (dashed red), and feedbacks (dot
dashed blue) to a obliquity forcing b and precessional forcing with
the longitude of perihelion k set to November 7th (May 8th
aphelion) the date that maximizes annual mean feedbacks in the
Arctic. Forcing and feedbacks are defined in Eq. 2. Sensitivity is
defined within text of Sect. 4
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of radiation received. The feedbacks are similar in
magnitude to the forcing, except in high austral lati-
tudes, where the feedbacks are up to three times as large.

The precessional sensitivity (Fig. 5b) is shown with the
longitude of the perihelion set to November 7th (i.e.,
May 8th aphelion), a choice that maximizes the size of
the radiative feedbacks in the Arctic. (Note that this date
is close to the May 20th aphelion date that minimizes
annual mean SAT for this region.) Because the annual
mean insolation is insensitive to precession, the existence
of a nonzero annual mean precessional forcing indicates
that the seasonal variations in �aact to rectify the seasonal
insolation anomalies. Unlike the sensitivity to obliquity,
the precessional forcing is rather small compared to the
feedbacks, particularly at higher latitudes. Because the
characteristics of spring sea ice make it very sensitive to
insolation changes (as discussed in the previous section),
there is a large decrease in radiation received when
aphelion is on May 8th, as the shortwave radiative feed-
backs overwhelm the weak positive annual mean forcing.
In low latitudes, precessional feedbacks are smaller and
have opposite sign from those at high latitudes. The feed-
backs are anti-symmetric across the equator, consistent
with the seasonal response of insolation to precession.

The feedbacks attributed to precession and obliquity
are quite large. During the period from 100–130 ka, when
eccentricity was near is maximum value (30.04), the an-
nual mean radiative feedbacks occurring in high latitudes
during extremes in the precession cycle are approximately
6 W/m2, and are comparable in size to the 4–6 W/m2

feedbacks associated with a 1� reduction in obliquity. For
comparison, a doubling of CO2 results in maximum
shortwave radiative feedbacks of 10–14 W/m2 in high
latitudes in the very similarmodel usedbyBroccoli (2000).
Thus the effects of orbital variations on the shortwave
radiative climate of the Arctic are relatively strong.

Only changes in clouds, sea ice, and snow can affect
shortwave radiative feedbacks within the current model
design. Some indication of the relative size of the snow
and sea ice feedbacks at high latitudes can be inferred
from the sensitivity of surface albedo to obliquity and
precessional forcing (Fig. 6). As in the forcing and
feedback analysis, aphelion on May 8th is chosen as the
reference orbital configuration. Changes in land albedo
are indicative of snow feedbacks, while changes in ocean
albedo are indicative of sea-ice feedbacks. The largest
change in surface albedo occurs at high latitudes, with
large increases in surface albedo where radiative feed-
backs are also the most negative. Sea ice feedbacks tend
to dominate snow feedbacks in the polar latitudes with
increasing importance to snow feedbacks in the midlat-
itude Northern Hemisphere, where snow feedbacks are
out of phase with those at higher latitudes. The out-of-
phase response of midlatitude snow is a consequence of
the relatively rapid response of the continents to the
increases in winter insolation that occur for both low
obliquity and spring aphelion.

There is little or no sensitivity of surface albedo
between approximately 50�S and 25�N. Thus any

feedbacks that occur within this latitude band must be
occurring through changes in cloud cover. There are
significant changes in cloud cover at all levels in response
to obliquity and precessional forcing (not shown). For
the obliquity component there are reductions in low
clouds at all latitudes except near the equator, decreases
in middle clouds in the extratropics, a slight increase in
middle clouds in the tropics, and increases in high clouds
at all latitudes. The cloud changes in the tropics and
subtropics appear to be related to an increase in the
strength of the Hadley cell, with small increases in mid-
level clouds corresponding to the location of the annual
mean intertropical convergence zone, and decreases in
low and middle clouds corresponding to the two
downwelling branches of the Hadley cell in the sub-
tropics. Cloud forcing diagnostics suggest that the net
radiative effect of these cloud changes is primarily to
shortwave rather than longwave radiation.

The response of clouds to precessional forcing (again
using aphelion on May 8th as the reference orbital
configuration) is generally antisymmetric between the
hemispheres. Decreases in low clouds in the northern
tropics and subtropics are consistent with the weakening
of the summer monsoon. An increase in clouds in the

Fig. 6 Latitudinal profile of the sensitivity of annual mean surface
albedo averaged over sea points (solid black) and land points
(dashed red) to a obliquity forcing and b precessional forcing with
longitude of the perihelion set to November 7th (May 8th aphelion)
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midlatitude Northern Hemisphere, extending downward
almost to the surface, accompanies an increase in win-
tertime storm activity, which will be discussed at greater
length in the following section. A reduction of low and
middle clouds occurs in the Arctic, presumably in
response to the colder, and hence drier, conditions there.
As in the case of obliquity forcing, cloud forcing diag-
nostics suggest that the radiative effects of these changes
in cloud cover are dominated by their effect on short-
wave radiation.

6 The latitudinal temperature gradient and its effect on
storm activity

Changes in surface climate are intimately related to
changes in large-scale circulation, including the number
and intensity of storms that we term �storm activity�.
One measure of storm activity is the 2.5 to 6 day
bandpass-filtered variance of the height of the 500 mb
pressure surface (Blackmon 1976). The time series of
annual mean storm activity averaged between 45�N and
65�N exhibits the influences of obliquity and precession
(Fig. 7). Storm activity is maximized when obliquity is
low and perihelion is on November 13th (May 14th
aphelion) (Table 1). The contrast between the high-lat-
itude and low-latitude SAT responses to orbital forcing
has a significant impact on the strength of the zonal
winds and storm activity. As was noted earlier, orbital
configurations in which obliquity is low or aphelion is in
late spring aphelion result in relatively large high-
latitude cooling in late fall and early winter (Fig. 3).
Insolation anomalies associated with this orbital
configuration also warm the low latitudes during the
same season. As a consequence, low obliquity and late
spring aphelion lead to the largest enhancement of the

Fig. 7 Time series of annual mean storm activity (2.5 to 6 day
bandpass filtered variance of 500 mb pressure surface) averaged
between 45�N and 65�N. Each point represents a 10-year mean
from the model integration. The red curve represents the best linear
fit between obliquity and precessional variations and the time series
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pole-to-equator SAT gradient between October and
January (Fig. 8).

Maps of the sensitivity of the October through Jan-
uary mean height of the 500 mb pressure surface to
obliquity and precessional forcing (with the perihelion
date set to November 11th, the date that maximizes
annual mean storm activity) indicate that the enhanced
meridional temperature gradient at the surface is
accompanied by an increase in the meridional pressure
gradient and an increase in the mean westerly flow in the
midlatitudes (Fig. 9). These changes are consistent with
the thermal-wind relationship that relates meridional
SAT gradients to vertical wind shear. For this reason, an
enhanced SAT gradient generally leads to enhanced
storm activity which derives from the accumulation of
potential energy to the south of the zonal wind anom-
alies (as can be seen through the increase in geopotential
height to the south of the enhanced westerlies) as well as
tendency for increases in the vertical wind shear to
support the faster growth of unstable modes (storms)
within the atmosphere. Indeed, these changes in SAT,
upper level flow, and geopotential height are associated
with a widespread high latitude increase in storm activity
(Fig. 10). Note that there are discernable decreases in
storm activity in the subtropics, particularly in the pre-
cessional response over Southeast Asia, that are likely
related to decreases in westerly winds in the same lati-
tude band.

7 Poleward heat transports

One potentially useful diagnostic of the atmosphere in
its response to orbital forcing is an evaluation of the
effects of this forcing on the partitioning of poleward
heat transports by the mean meridional circulation
(MMC), transient eddies (TE), and stationary eddies
(SE). All poleward heat transports must take place
through some combination of these circulations. The

Fig. 8 Monthly mean
sensitivity of latitudinal
temperature gradient (20�N–
40�N minus 70�N–90�N) for a
precessional forcing where
phasing on dial corresponds to
longitude of perihelion and
amplitude by the distance from
center of circle and b obliquity
forcing where obliquity has
been reduced by 1�. Note that
aphelion is a half-year offset
from perihelion. Therefore, a
late autumn perihelion has the
same orbital configuration as a
late spring aphelion

Fig. 9 October through January mean sensitivity of zonal winds
(color) and 500 mb geopotential (contours) for a obliquity forcing
and b precessional forcing with the longitude of the perihelion set
to November 11th (May 14th aphelion). Units for zonal winds are
m/s. Units for geopotential are in m. The geopotential contour
interval is 2 m
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total heat transport budget is constrained by the differ-
ence in the radiative surplus at low latitudes and the
radiative deficit at high latitudes. Because orbital forc-
ing, and obliquity forcing in particular, affects the lati-
tudinal distribution of radiation incident at the TOA one
may anticipate that orbital forcing affects the total
budget as well.

The description of how MMC, TE, and SE compo-
nents of poleward heat transports are determined is
found in the Appendix. The annual mean poleward en-
ergy transport anomalies at 45�N by TE, SE, and their
sum are given in Fig. 11. The sum of energy transports
by TE and SE accounts for the majority of the anom-
alies with a small fraction attributed to changes in the
MMC. The consistent 340 ky periodicity of TE + SE
time series shows the dominance of obliquity on mean
changes in the energy transport budget. As expected, the
maxima in TE + SE transports occur around 29, 70,
112, and 150 ka when obliquity is low. What is also
apparent in Fig. 11 is a large compensation between the
SE and TE partitioning of the poleward energy trans-
ports with amplitude twice as large (near 115 ka) as the

changes in the mean budget due to obliquity variations.
The maxima in the TE component occurs approximately
around the same time intervals that we noted earlier that
have the lowest annual mean air temperatures for the
Arctic (i.e., 26, 73, 117 ka). These maxima are accom-
panied by a significant reduction in the SE component
on both obliquity and precessional time scales. The
precessional component has nearly equal and opposite
amplitude variations of TE and SE with maxima in TE
occurring when aphelion is on June 11th and a sensi-
tivity of 4.5 · 1013 W (the sensitivity as defined in Sect.
4) and minima in SE occurring when aphelion is on June
21st and a sensitivity of 5.2 · 1013 W. When obliquity is
low, TE component increases by 1.8 · 1014 W and SE
component is reduced by 7.0 · 1013 W. Therefore, the
nearly equal and opposite response between SE and TE
components from precessional forcing allows obliquity
to dominate annual mean variations in total energy
transport at 45�N.

The range in the TE anomalies is 16% of its long-
term mean of 4.1 · 1015 W, which is consistent with the
percent change in seasonal insolation due to orbital
forcing. The range in the SE anomalies, however, is 60%
of its long-term mean of 8.7 · 1014 W. The nature of the
compensation between SE and TE components and the
extraordinarily large response of SE to orbital forcing
warrants some further exploration. Although a complete
understanding of these features is beyond the scope of
the present analysis, we can get some notion of how
these changes occur by: (1) considering the seasonal
breakdown of the response of each of these components
to obliquity and precessional forcing; (2) checking to see
if the zonal mean and regional response of storm activity
and 500 mb stationary waves are consistent with the
changes in the SE and TE heat transport components,
and (3) evaluating the relative importance of the

Fig. 10 October through January mean sensitivity of storm activity
(2.5 to 6 day filtered variance of 500 mb pressure surface) a
obliquity forcing b precessional forcing with the longitude of
perihelion set to April 24th. Units for storm activity are in m

Fig. 11 Annual mean poleward energy transport anomalies at
45�N by transient eddies (black), stationary eddies (red), and the
sum of transient and stationary eddies (green). Units are in
petawatts (1015 W). Note that time series ends at 155 ka owing to
an unresolved irregularity in calculated fluxes for dates beyond
155 ka
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poleward transport of potential energy, latent heat, and
sensible heat for each of the SE and TE components.

The compensation between the SE and TE occurs
during two segments of the seasonal cycle (not shown); a
summer segment centered around the month of July and
a winter segment centered (roughly) around the month
of December for both obliquity and precessional com-
ponents. The winter segment is likely responding, at
least in part, to the enhanced meridional temperature
gradient and associated enhancement of mid-latitude
storm activity (see preceding section) thereby allowing
for more of the total poleward heat transport budget to
take place through TE. However, the increase in TE
component during the summer segment takes place
when the zonal-mean meridional temperature gradient is
reduced or near its annual minimum (Fig. 8).

Maps of the reduced SE component of poleward heat
transports during July indicate that the majority of the
heat transport anomalies are local to Southeast Asia.
This observation is corroborated by a 20% reduction in
stationary wave amplitude at the same location. Maps of
storm activity show about a 10% increase over the mid-
latitude Pacific Ocean that extends across North
America and Atlantic Ocean. The origin of this increase
in storm activity is local to Southeast Asia and, pre-
sumably, is related to the same processes affecting the
change in stationary waves or even the stationary waves
themselves. This same mechanism could also be a part of
the wintertime response as well as is corroborated by a
reduction in the stationary wave amplitude over
Southeast Asia and western Pacific, although this
inference is not as apparent since the reduction in sta-
tionary wave amplitude and SE component of poleward
heat transports occur throughout the mid-latitudes.

One may decompose further the heat transport
anomalies into contributions from potential energy,
sensible heat, and latent heat. At 45�N, most of the
poleward energy transport takes place through the sen-
sible and latent heat components. In July, the majority
(over 90%) of the SE anomalies come from latent heat
transports. In December, the situation is reversed with
the majority of the SE anomalies coming from sensible
heat and potential energy transports. No such domi-
nance exists within the TE components, as the changes
in sensible heat and potential energy transport are
equally large as those due to latent heat transport for
both July and December. It is interesting to note that the
range in latent heat transports for SE is over 160% of its
mean in July and over 60% of its mean in December.
This fact, in conjunction with the identified importance
of processes occurring near Southeast Asia mentioned,
strongly suggests that the SE and TE components of
poleward energy transports are being modulated by the
Southeast Asian Monsoon. When aphelion occurs dur-
ing summer and obliquity is low, the orbital configura-
tion that minimizes the SE component and maximizes
the TE component, the amplitude of the Asian summer
�wet� monsoon is greatly reduced which, we infer, re-
duces the monsoon�s role in the poleward transport of

moisture and its forcing of stationary waves within the
atmosphere. The situation would be reversed during
winter for this orbital configuration as heating of the
continental interior reduces the temperature and pres-
sure contrast between the Asian continent and the
warmer Indian Ocean which would minimize the
amplitude of the winter �dry� monsoon and its ability to
force stationary waves within the atmosphere. The large
percent change in the SE component is consistent with
earlier studies that show the ability of the Asian mon-
soon to focus the effects of orbital forcing into a con-
centrated area (Prell and Kutzbach 1987). Here we see
how this focusing could potentially have wider impacts
on the general circulation and storm activity in partic-
ular.

We do not know for certain if changes in the SE
component of poleward heat transports are forcing the
compensating changes in the TE component. We showed
in the preceding section how increases in the meridional
temperature gradient during winter correspond to a
widespread increase in storm activity. This increase in
storm activity would presumably also increase the
amount of poleward heat transports and, by necessity,
reduce the relative importance of heat transport by sta-
tionary waves. Also, there is some evidence that increases
in the meridional temperature gradient can cause reduc-
tions in stationarywave amplitude (Cook andHeld 1988).
These relationships, however, cannot explain the in-
creases in storm activity and reduced stationary wave
amplitude that we found during summer when the zonal-
meanmeridional temperature gradient is at aminimum. It
could be that the relative importance of the Asian mon-
soon or the changes in the meridional temperature gra-
dient on the partitioning between SE andTE components
is seasonally dependent.

8 Implications for glaciation

In this section, we present an analysis of processes
affecting ablation and snowfall over northeastern Can-
ada (NE Canada: land points 100-60�W, 60–75�N), a
region associated with the initiation of the Laurentide
ice sheet. To a large extent these findings also hold for
the location of the Fennoscandian ice sheet that covered
northwestern Eurasia (NW Eurasia: land points 0–90�E,
60–75�N). However, there are some potentially impor-
tant differences between these two regions that will be
discussed in the following section. Here we present
analyses of ablation and snowfall in terms of tendencies
or qualitative assessments of how various processes are
contributing or inhibiting either of these quantities. The
interconnected nature of thermodynamics and dynamics
within the atmosphere makes it difficult to separate out
processes in each of these categories in a budgetary
sense. Where possible, we will point out the prominence
of one process over another.

We cannot evaluate variations in ablation directly
since our model does not contain glacier dynamics.
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Thus, the regions of permanent land ice are prescribed in
their present locations throughout the climate model
integration. Instead, we estimate orbital effects on
ablation by using the annual sum of positive daily
temperatures, or positive degree-days (PDD), which
are observed to be proportional to ice melt rates
(Braithwaite 1995).

For NE Canada, the climate model simulates prom-
inent minima in PDD at 26, 73, and 117 ka and sec-
ondary minima at 97 and 142 ka (Fig. 12). The
prominent minima in PDD occur during periods when
obliquity is low and aphelion is in late spring (and
perihelion occurs during the late fall season), both of
which contribute to reduced summer insolation.
Approximately concurrent with these minima in PDD
are prominent maxima in snowfall at 27, 74, and
118.5 ka with secondary minima at 99 and 142.7 ka
(Fig. 12). Therefore, ablation and snowfall together
contribute to ‘‘glaciation-friendly’’ conditions during
similar time intervals. As summarized in Table 1, the
optimal orbital configuration for glaciation occurs when
obliquity is low and aphelion in late spring. The percent
variance accounted for by obliquity is comparable to
precession for both PDD and snowfall with precession
being more important to PDD (61% of the variance)
than for snowfall (40.5% of the variance).

Also shown in Fig. 12 are two reconstructions of
eustatic sea level which corresponds to the growth and
decay of continental ice sheets. Sea level reconstructions
are only approximate since there can be multiple factors
contributing to the reconstructions. The difference be-
tween the two curves gives some sense of the uncertainty
in both the timing and amplitude of past sea level vari-
ations. The most prominent feature of the sea level
curves is the large 3100 ky variation in sea level. There

is no corresponding 3100 ky feature within the model
derived fields for ablation or snowfall forced by changes
in orbital geometry. The correspondence may improve if
we had included CO2 forcing in addition to changes in
orbital geometry, however it is evident that the 100 ky
glaciation cycle is not related in a simple manner to the
direct effects of eccentricity on insolation (Imbrie et al.
1993). On obliquity and precessional time scales how-
ever, there is a clear correspondence between the de-
creases in ablation increases in snowfall and periods of
falling sea level near 27, 75, 115 ka and a period of
modest sea level fall around 95 ka.

In order to interpret how orbital forcing affects time
intervals that are most conducive for glaciation we draw
upon the understanding we have gained within previous
sections on the large scale (zonal mean) processes
affecting SAT and storm activity and evaluate how
orbital forcing is affect the climate over the specific re-
gion of NE Canada. The following synthesis will rely on
Fig. 13 which shows the seasonal precessional and
obliquity sensitivities for insolation, snow fall, SAT,
precipitation, storm activity, and snow fraction over NE
Canada for the most optimal orbital configuration for
glaciation (April 24th aphelion, and low obliquity).

The above-freezing seasonal changes in SAT, which
control the amount of ablation that occurs during a year
as indicated by the PDD relationship, does not exactly
follow the local changes in insolation. Rather, the
changes in SAT appear to be consistent with the analysis
of zonal mean SAT that is strongly influenced by radi-
ative feedbacks operating in late spring and the long
equilibration time scale of the high northern latitudes.
Therefore, the most important reason summer insola-
tion may be important to the waxing and waning of
glacial cycles may not because of the direct effect of

Fig. 12 Time series comparison
of model predictions of a
ablation and b snowfall over
NE Canada with c two marine
records of sea level variations
for the last 165,000 years (solid
line, Shackleton 2000; dashed
line, Shackleton 1987). Each
point represents a 10-year mean
from the model integration. The
red curve represents the best
linear fit between obliquity and
precessional variations and the
time series
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insolation on ablation, but rather the indirect effect of
insolation on changes in sea ice and snow cover and the
thermal properties of the high northern latitude ocean.

Snowfall variations over NE Canada result from both
dynamical and thermal effects. The dynamical effects of
a late spring aphelion are most apparent between
November and April when increases in storm activity
counteract the tendency for high-latitude precipitation
to be inversely correlated with temperature. A low
obliquity enhances storm activity throughout the year,
particularly in late autumn, and contributes to the
dynamical effects of orbital forcing on annual mean
snowfall variations. The largest thermal effects of a late
spring aphelion are most apparent in May when reduc-
tions in SAT lead to increases in snow fraction (the
fraction of precipitation falling as snow). Obliquity ef-
fects snowfall similarly, but includes large increases in
snow fraction during fall as well.

9 Processes affecting regional variations in snowfall

Emphasis up to this point has been on describing the
large-scale or zonal mean response to orbital forcing and
examining how this response affects NE Canada. These
conclusions are largely valid for NW Europe. There are,
however, zonal asymmetries that are important in
determining slight differences in the phase of the longi-
tude of the perihelion that maximizes snowfall for these
two regions. The main source of zonal asymmetries is
stationary waves within the atmosphere. Model predic-
tions of changes in the stationary wave field due to

orbital forcing are probably model dependent and spe-
cific conclusions regarding their role in glacial-intergla-
cial cycles should not be given much weight. Even so, the
model results can be used to illustrate the unique role
stationary waves can play in creating apparent leads or
lags within the precessional component of glacial cycle
time series. These apparent phasing differences can lead
or lag the primary (zonal mean) response by thousands
of years despite the fact that they occur within a climate
system model that does not contain the deep ocean�s
long-term memory. Such regional differences usu-
ally have some dynamic significance and, if observed
within the geologic record, could provide important
clues of the climate system�s dynamic response to orbital
forcing.

Consider the similarities and differences between an-
nual mean snowfall variations in NE Canada with those
in NW Eurasia (Fig. 14). Both time series have maxi-
mum snowfall when obliquity is low and aphelion is in
spring and similar proportions of precession and obliq-
uity (39.7% and 25.3%, respectively. See Table 1 for
values for NE Canada). The main difference between the
two time series can be seen in the apparent 2.5 kyr lead
of maximum snowfall in NW Eurasia with respect to the
maximum in NE Canada. Because there is no glacier
dynamics within the model, this phase difference cannot
be attributed to the growth of ice sheets in NW Eurasia
affecting snowfall in NE Canada. Rather, the difference
in phasing is a result of the fact that snowfall is maxi-
mized when aphelion is on March 9th in NW Eurasia
and it takes 2.5 kyr before aphelion is on April 24th and
snowfall is maximized over NE Canada. The phasing of

Fig. 13 Monthly mean
sensitivity of insolation (a and
g), snowfall (b and h), surface
air temperature (c and i),
precipitation (d and j), storm
activity (e and k), and snow
fraction (f and l). Left column
shows sensitivity to precessional
forcing with the longitude of
perihelion set to April 24th.
Right column shows sensitivity
to obliquity forcing
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annual mean snowfall with respect to the longitude of
the perihelion for each of these regions is dominated by
the response during May which is very similar between
NE Canada and NW Eurasia. The responses during
other seasons are also very similar except for the month
of October when there is a significant reduction in
snowfall over NW Eurasia and modest increase in
snowfall over NE Canada. This difference in the
response during October accounts for majority of this
2.5 kyr phasing offset.

We have considered Northern Hemisphere maps of
October mean sensitivity to an April 24th aphelion
precessional forcing for snowfall, SAT, precipitation,
stationary wave field, zonal winds, storm activity, and
poleward latent heat transport (not shown) to examine
what processes are favoring snowfall over NE Canada
and disfavoring snowfall over NW Europe. The anti-
correlation between changes in precipitation and SAT
for these regions suggests dynamics is more important
than the role of SAT on the saturation vapor pressure
(when precipitation would tend to be correlated with
SAT) for explaining the changes in snowfall. The pri-
mary source for these regional differences is created by
changes in the stationary wave field with a high-pressure
anomaly over East Asia. Local to the change in the
stationary wave field and consistent with anticyclonic
circulation around a high-pressure cell is a northerly
shift in the upper level mean zonal winds. Where zonal
winds are enhanced, there is a correlated increase in
storm activity that continues over the Arctic and into
NE Canada. Similarly, where zonal winds are dimin-
ished in the subtropical Pacific, there is a decrease in

storm activity that continues across North America and
into NE Eurasia.

Precessional forcing of interhemispheric anomalies of
poleward moisture transports may also be important to
explaining the difference in snowfall rates between NE
Canada and NW Eurasia during the month of October.
The model simulates increases in moisture transports
over the western Pacific that extend northward into the
Arctic which is potentially feeding more moisture for
snow storms over NE Canada. In contrast, there are
equal sized decreases in moisture transports over the
eastern Atlantic that may explain part of the decrease in
snowfall over NW Eurasia.

In summary, the 2.5 kyr difference in the timing of
the maximum in snowfall over NE Canada and NW
Eurasia arise from atmospheric processing of preces-
sional forcing within the month of October. The differ-
ence in snowfall rates over each of these regions is
related to increases in the atmosphere�s storm activity
over and moisture transports to NE Canada and de-
creases in storm activity over and moisture transports to
NW Eurasia.

10 Discussion

The climate model�s response to orbital forcing sup-
ports, in part, the Milankovitch hypothesis concerning
the importance of reductions in summer insolation on
minimizing ablation, and therefore the influence of
orbital forcing on glaciation, as can be seen through
the 50% variations in positive-degree-days, the proxy
measure of potential ablation within the model. What
is perhaps less obvious about this confirmation is the
fact that potential ablation is not minimized precisely
on the summer solstice. Rather, potential ablation is
minimized a few weeks earlier, which allows for greater
involvement of sea ice and snow feedbacks to influence
surface air temperatures. While this small distinction
does not produce an appreciable difference in the tim-
ing of the minimum in summer insolation with the
minimum in potential ablation, the radiative feedbacks
are large, upwards of 10 W/m2 at 115 ka, and indicate
that a sizable portion of the modeled variations in
potential ablation are an indirect response to orbital
forcing. This finding could be important to some as-
pects of the debate of whether glacial initiation is
limited by an inadequate supply of moisture or too
much summer ablation. One mechanism that has been
proposed to increase the moisture supply to sites of
glacial initiation is an active thermohaline circulation
(THC) in the North Atlantic Ocean, through its ability
to maintain warmer sea surface temperatures, limit sea-
ice growth, and allow for greater evaporation from the
ocean surface (Ruddiman and McIntyre 1981; Miller
and de Vernal 1992). We show that it is possible for
snowfall to increase within a cooler higher latitude
climate through enhanced storm activity forced by a
greater pole-to-equator temperature gradient. Therefore

Fig. 14 Annual mean snowfall over NE Canada a and NW Eurasia
b. The left edge of yellow column indicates time of maximum
snowfall around 118 ka over NE Canada. Right edge of yellow
column indicates time of maximum snowfall around 121 ka
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there may be some competition between these alternate
hypotheses over the role of sea ice in promoting the
accumulation of terrestrial ice.

Also in contrast to the ablation-centered Milankov-
itch hypothesis is the potential importance of changes in
snowfall that coincide with time intervals of increased
land-ice growth. Although the changes in snowfall were
only 310 to 20% of its long term mean, these changes
could be amplified by the large area represented in a
typical ice sheet�s accumulation zone. In order to better
evaluate the relative importance of either ablation or
snowfall on ice-sheet growth or decay we would need, at
minimum, to prescribe the evolving shape and size of the
North American or European ice sheets. It is also
important to note that the changes in snowfall arise
from both thermal and dynamic factors that would be
difficult to represent within more simplified climate
models that are usually used to model the long-term
evolution of glacial cycles.

While the model design did not predict the response
of ocean circulations to orbital forcing directly, the
model was able to predict the atmospheric component
of the high-latitude freshwater balance (precipitation
minus evaporation or P – E) which may have some
bearing on orbital forcing of the THC. Because the
density of surface waters in the North Atlantic is more
sensitive to the high-latitude freshwater balance than
the thermal properties of the upper ocean, these ten-
dencies could indicate how the THC would be affected
by orbital forcing. Our rationale is that all things being
equal, annual mean changes in P – E should lead to
lower surface salinities in winter when convection oc-
curs. In reality there may be potential contributions
from other factors that affect convection, such as
winter temperatures or the freshwater from melting sea
ice that is exported from the Arctic. The time series of
annual mean P – E averaged between 60–90�N is
dominated by the effects of obliquity which accounts
for 53.7% of the variance (Ao = –0.011 m/yr) and is
maximized when obliquity is low. The effects of pre-
cession are small, accounting for only 29.3% of the
variance (Ap = 0.0026 m/yr), and are maximized when
perihelion is on June 26th. While proxy records of the
THC are subject to many caveats, one reconstruction
of the amount of North Atlantic Deep Water
(NADW), which is directly affect by overturning rates,
shows generally reduced amounts of NADW between
18 to 30 ka, 58–70 ka, 80–85 ka, 105–112 ka, and 130–
150 ka (Labeyrie et al. 1999). These time periods have
some correspondence to larger than average P – E
values within the model which are maximized 25 to
35 ka, 58–82 ka (with a small local minimum around
72 ka), 100–110 ka, 120–125 ka, and 140–155 ka. This
correlation may be more coincidental than this com-
parison may indicate since one also needs to account
for how the growth or decay of land ice itself affects
the North Atlantic fresh water balance. Simple scaling
estimates of the equivalent reduction in freshwater
forcing that could account for the dramatic drop in sea

level around 115 ka would indicate that ice sheet
growth should also be important to NADW formation
(Wang and Mysak 2001).

Whether changes to NADW are important to glacial
inception at 115 ka is still uncertain. One study by
Khodri et al. (2001) found a 2 Sverdrup (106 m3/s)
reduction in the THC and the build-up of perennial
snow using a coupled atmosphere-ocean model simu-
lation of the climate system�s response to Earth�s
orbital geometry at 115 ka. Khodri et al. (2001)
attributed the build-up of perennial snow to the
reduction in the THC and its effect on increasing the
meridional surface air temperature gradients and
poleward moisture fluxes during summer. The atmo-
sphere-mixed layer ocean model used in the orbital
forcing experiment presented here was unable to pre-
dict perennial snow for any orbital configuration even
though the model predicted even larger changes to the
meridional surface air temperature gradient over land
and the ocean but about a third less summertime
poleward moisture fluxes at 115 ka than found by
Khodri et al. (2001). The large number of degree-days
simulated by the atmosphere-mixed layer ocean model
indicates that the model is capable of melting up to 5
to 8 m of snow during the summer melt season. Besides
the fact that poleward fluxes of moisture during sum-
mer do not usually end up precipitating as snow over
ice-free regions of the Arctic, if that moisture did form
snow, it is unlikely that poleward moisture fluxes could
be large enough to overcome that threshold without
significantly reducing summer temperatures. While
changes in ocean circulation are probably important to
glacial climate evolution at some level, the thermal
response of the upper ocean is largely all that is needed
to be in approximate agreement with several observa-
tional records of the high latitude surface ocean during
the last interglacial (3112 to 128 ka) (Cortijo et al.
1999) and the mid-latitude ocean over the same time
interval (Ruddiman and McIntyre, 1981). In particular,
interpretations of sediment cores at high latitudes (60�
to 70�N) suggest there was approximately 4 �C cooling
over this time interval. The zonally averaged modeled
SST over the same latitudes cooled by 4.5 �C. Inter-
pretations of sediment cores in the mid-latitudes (41�N,
Ruddiman and McIntyre 1981) also show a 4 �C
cooling which is comparable to the 3.5 �C cooling that
occurs in the model. The Ruddiman and McIntyre
data, however, are not consistent with more recently
published data from other mid-latitude sediment cores
(Cortijo et al. 1999) which indicate the mid-latitudes
warmed by 4 �C over this time interval. The finding
that the atmosphere-mixed layer ocean model�s re-
sponse to orbital forcing is linear to precessional and
obliquity forcing, as seen by the close correspondence
between the red curves and model derived time series in
Figs. 2, 7, 12, and 14, indicates that many of the
findings presented here could have been derived from
four equilibrium experiments (in addition to the con-
trol): one simulation with eccentricity set to zero and
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obliquity at its mean value, one simulation with a 1�
increase or decrease in obliquity with eccentricity set to
0, and two simulations with eccentricity set to a rea-
sonable value (say 0.04), obliquity set to its mean va-
lue, and two values of the longitude of the perihelion
90� apart. Considering the large amount of variability
that is present within these models, each of these sep-
arate integrations would need to be very long to reduce
the amount of error that is created by including noise
as part of the experimentally derived signals (optimally
100 years or more). The linear approximation will be
the least representative of the fully nonlinear response
within the polar regions. We found annual mean sea-
ice thickness to have the most nonlinear response to
orbital forcing of any simulated quantity with nonlin-
earities account for about 33% of the signal. This
nonlinearity was also manifest in other quantities
affected by sea-ice thickness, but to a lesser degree. For
instance, nonlinearities in the response of annual-mean
sea-ice concentration 60�N to 90�N accounts for only
9% of the signal. While the non-linear response is not
very dominant, its presence in the Arctic regions means
it may still be an important element of the connection
between orbital forcing and glacial cycles.

11 Conclusions

The equilibrium response to continuous variations in
Earth�s orbital geometry over the past 165 kyr is derived
within an atmospheric general circulation model coupled
to a mixed layer ocean and thermodynamic/dynamic
model of sea ice. The computational expense of this
calculation has been reduced by two means. Firstly, the
atmospheric component involves a relatively low-reso-
lution nine-level and approximately 4.5 by 7.5� grid
spacing. Secondly, the variations in orbital geometry
have been accelerated by a factor of 30 which is con-
sistent with the relatively short equilibration time of the
atmosphere-slab ocean system which is on the order of
10 years, or more than three orders of magnitude faster
than the most rapidly varying component of orbital
forcing. These economies allowed the experiment to be
completed within a 5500-model-year integration. The
response of the model to orbital forcing is overwhelming
linear with the exception of sea-ice thickness. The
dominantly linear response permitted the mathematical
separation of the effects of precession from the effects of
obliquity that greatly enhanced the ability to interpret
model predictions in terms of changes in the seasonal
and annual mean insolation.

The orbital configuration that was found to be most
glaciation-friendly occurs when obliquity is low and
aphelion occurs is in late spring through the combined
influence a reduced potential-ablation and enhanced
snowfall. The climate model simulates prominent min-
ima in potential-ablation at 26, 73, and 117 ka and
secondary minima at 97 and 142 ka that coincide within
a few thousand years to the maxima and secondary

maxima in snowfall. These time intervals correspond to
phases of falling sea level and terrestrial ice growth as
indicated by the marine d18O record.

We track the thermal and dynamical processes
affecting potential ablation and snowfall through the
influence of orbital forcing on surface air temperature.
In particular we noted that obliquity and precession
affect the seasonal and annual mean climate within the
Arctic similarly, largely because of feedbacks and
properties of sea ice. An enhanced meridional temper-
ature gradient during late fall and early winter pro-
vided mainly by the response of sea ice but also
because of cloud feedbacks at low latitudes and a
reduction in the poleward heat transports by stationary
waves all contribute to the increase in storm activity
that correlates with the time intervals of enhanced
snowfall. The exact timing of the maxima in snowfall
can be affected by zonal asymmetries in the model
climate created in part by the atmosphere stationary
wave response to orbital forcing. The fact that orbital
forcing leads to increases in snowfall during the same
time intervals as when potential ablation is minimized
is one of the most significant conclusions of the present
modeling exercise. This would imply that the connec-
tion between orbital forcing and glacial and interglacial
cycles is much more intimately involved in the some-
times complex internal processing of the climate system
than might be assumed if the amount of terrestrial ice
is primarily a function of local changes in insolation as
is often assumed.

Appendix

Energy is transported to the poles in the form of sensible heat,
potential energy, latent heat, and kinetic energy. Because poleward
transport of kinetic energy is a small fraction of the total transport
we do not include it within our calculations. Given monthly means,
one may mathematically calculate energy transported by SE, the
MMC, and by all circulations (Total = SE + MMC + TE).
Because daily information from the model was not saved, we
needed to determine TE as a residual (TE = Total – SE – MMC).
This calculation of TE is particularly sensitive to small errors which
we have minimized by two means. Firstly we saved monthly means
of the triple product of surface pressure, meridional wind velocity
and each of the quantities pertaining to air temperature, geopo-
tential height, and specific humidity at every model level as well as
the covariance of the meridional wind and surface pressure.
Neglecting the time variation of surface pressure from this calcu-
lation can seriously undermine the fidelity of the calculation. The
second way we minimize errors is by adjusting the meridional winds
to yield no net exchange of mass across latitudinal circles (i.e., there
are no vertically integrated meridional winds, Hall et al. 1994).
Although there can be a true mass flux associated with changes in
surface pressure, these fluxes are smaller than the errors introduced
by not enforcing this constraint (Masuda 1988). We adjust the
meridional winds by the monthly mean of the vertical integral of
the covariance between meridional winds and surface pressure. The
accuracy of the heat transport calculation can be tested by a
comparison between the heat transport calculated directly from the
appropriate quantities from the model integration and the heat
transport as inferred from the radiative imbalance at the top-of-
the-atmosphere. The two curves are both quite smooth and never
differ by more than 0.1 PW.
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