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ABSTRACT

The sensitivity of the global climate to spatially localized (20°–70°N) perturbations in the microphysical properties of low clouds is investigated using a general circulation model coupled to a mixed layer ocean with fixed cloud distributions. By comparing with earlier experiments involving globally uniform perturbations, insights are obtained into the climate responses to spatially inhomogeneous radiative forcings, such as that due to the contrast in the effective drop radius of land and ocean clouds and the anthropogenic sulfate aerosol-induced alteration of cloud albedo. The main findings of this study are as follows: 1) The model’s climate sensitivity (ratio of global mean surface temperature response to the global-mean radiative forcing) is virtually independent of the distribution and magnitude of forcing. 2) Although the total feedback is very similar in the different experiments, the strengths of the individual feedback mechanisms (water vapor, albedo, lapse rate) are dissimilar. 3) For the localized perturbations, the climate response is essentially confined to the hemisphere in which the forcing occurs, owing to a poor interhemispheric energy exchange. 4) In spite of no forcing in the Southern Hemisphere in the localized experiments, there is a weak “remote” temperature response there. 5) For both global and localized perturbations, the temperature response in the tropical upper troposphere is larger than in the lower troposphere due to moist convective processes; in the localized experiments, while there is a strong vertical gradient in the temperature change at the Northern Hemisphere mid and high latitudes, the temperature change throughout the lower and midtroposphere of the Southern Hemisphere is uniform. 6) The localized experiments induce notable changes in the mean meridional circulation and precipitation near the equator, which are not obtained for the global perturbation cases. 7) The pattern of temperature response of the land and ocean areas in the Northern Hemisphere midlatitudes depends on whether the forcing occurs over both types of surfaces or over land only; the results suggest that the well-known contrast in drop radii between continental and maritime clouds exerts a significant influence on the surface temperature distribution within the zone and on the manner in which the surface energy balance is maintained.

1. Introduction

It is well known that differences or changes in water drop concentrations and sizes introduce variations in the solar radiative properties of clouds (Charlson et al. 1987; Slingo 1989) and, because of the importance of clouds in the climate system (IPCC 1992), are issues of substantial climatic importance. An example of differences in microphysics is that revealed by observations made in continental and maritime clouds (Squires 1958; Twomey and Wojciechowski 1969).

An example of change in cloud microphysics is that potentially induced by anthropogenic causes (Twomey 1977). Cloud drop characteristics are related to cloud condensational nuclei or CCN (Twomey and Squires 1959; Hudson 1984), and an important source of the CCNs is sulfate aerosols resulting from sulfur emissions due to fossil fuel combustion (Schwartz 1988). Approximately 76% of the anthropogenic sulfur gases is emitted in the 20°–70°N belt (Spiro et al. 1992), which results in the sulfate aerosols being distributed primarily in the Northern Hemisphere midlatitudes (Langner et al. 1992). Increases in CCN and thus cloud drop concentrations caused by the anthropogenic aerosols have the potential to increase the albedo of the planet and thus to some extent counteract the enhanced greenhouse effect due to increases in trace gases (Twomey et al. 1984; Charlson et al. 1992). Further, the anthropogenic aerosols yield a relatively more spatially inhomogeneous pattern of forcing in the midlatitude Northern Hemisphere compared to greenhouse gas increases (IPCC 1994). While the connection between changes in aerosols and CCN and the resulting perturbations in cloud albedo is recognized as being physically plausible, there remain major uncertainties in quantifying the spatial and seasonal dependence of the relationship between SO2 emissions, CCN concen-
trations, cloud drop concentrations, and cloud optical properties (Penner et al. 1994). This limits the ability to characterize accurately the spatio–temporal changes in the aerosol and cloud drop properties.

Motivated by the above, we employ a general circulation model (GCM) in this study to obtain insights into the sensitivity of the climatic impacts due to the observed difference in the land and marine cloud microphysics and that due to potential changes in cloud microphysics in the Northern Hemisphere. To carry out the study, we prescribe and perturb the cloud microphysical properties in a simple manner. Specifically, we adopt an idealized description of the geographical distribution of cloud microphysical properties and impose an idealized specification of changes. Further, we restrict the perturbations in cloud microphysics to low clouds only, which are more likely to be affected by the anthropogenic aerosols.

This paper and its objectives constitute a companion study to Chen and Ramaswamy (1996, hereafter CR96), and the strategy of the investigation is similar, except we now consider spatially localized (Northern Hemisphere midlatitude) instead of globally uniform perturbations in the low cloud microphysics. Recapitulating one of the results in CR96, we illustrated there that the climate sensitivity (i.e., global mean temperature change divided by global mean forcing) is virtually the same irrespective of the sign and magnitude of radiative forcing caused by changes in cloud microphysical properties; further, the sensitivity is the same as for doubling of CO₂. In this paper, we pose the following questions concerning climate sensitivity: (i) whether there is any difference in the sensitivity if the change in cloud radiative properties is applied locally as opposed to globally; and (ii) whether the contrast in the microphysical properties of clouds over land and ocean, as, for example, understood to exist between continental and maritime clouds, lead to differences in model simulations of climate.

Two GCM experiments are undertaken to investigate these issues. As in CR96, the cloud amounts and distributions are held fixed during the model integrations so that there are no cloud-related feedbacks. By imposing a change in the cloud microphysical properties and holding them fixed, the perturbations considered here can be assumed to be external forcings. As in CR96, these solar forcings amount to changes in the albedo of the surface–atmosphere system.

The radiative transfer algorithm follows Chen and Ramaswamy (1995, hereafter CR95), while the simulation of the “control” climate is discussed in CR96. In section 2, the perturbation experiments and radiative forcing are discussed. For each experiment, the annual-mean thermal and dynamical (section 3) and hydrological (section 4) responses are analyzed. The manner in which the terms in the surface energy budget are altered is discussed in section 5, while the climate feedback processes are analyzed in section 6. Section 7 summarizes the major findings.

2. Model and the formulation of GCM experiments

a. Description of the model and “control” simulation

The climate model is an R15 nine-level global atmospheric GCM coupled to a simple model of the oceanic mixed layer (CR96). The process of sea ice formation is explicitly incorporated, but the effect of heat transport by ocean currents is not included. The seasonal cycle of insolation is prescribed at the top of the atmosphere, but the diurnal variation is not included. As in CR96, zonally uniform and seasonally invariant cloud cover (see the Fixed Cloud model of Manabe and Broccoli 1985) is prescribed with respect to latitude and height. The latitudinal distribution of low cloud cover is shown in Ramaswamy and Chen (1993, hereafter RC; their Fig. 3). It is reiterated that, as in CR96, cloud-related feedbacks are not considered.

For simplicity, the drop effective radius in the control is assumed to be 10 μm for all clouds. The LWP for high and middle clouds are fixed at 7 and 25 g m⁻², respectively, while the nominal value assigned to the low clouds is 80 g m⁻². For the low cloud, the choice of LWP and rₑ yields an optical depth of 12.7, approximately consistent with inferences from satellite observations (Rossow and Lacios 1990).

The surface temperatures simulated by the model are quite close to the observed values throughout the tropical and midlatitude regions in both hemispheres (CR96). Poleward of 55°, the model temperatures are somewhat too warm, particularly in the Antarctic region. The model succeeds in reproducing the extensive rainfall in the Tropics; however, the precipitation rate in the simulation is overestimated at the high latitudes. The overall performance of this model in simulating the present climate is reasonable and offers a convenient basis for doing idealized climate perturbation experiments.

b. Formulation of the experiments

The climate sensitivity to spatially localized albedo perturbations is investigated through two idealized experiments (Table 1), with the forcings computed as in CR96. Each experiment consists in perturbing a low-cloud microphysical property from its value in the “control” run. The localized perturbations consist of

(i) 100% increase in LWP in the 20°–70°N belt (Localized Liquid Water Increase Experiment, designated as LLI);

(ii) 28% decrease in rₑ over continental areas in the 20°–70°N belt (Localized Land–Marine Contrast Experiment, designated as LCM).
Table 1. GCM experiments for studying the sensitivity of the model climate to changes in low-cloud microphysical properties. The nominal values for low cloud liquid water path (LWP) and effective radius are 80 g m$^{-2}$ and 10 μm and are uniform throughout the globe. The LLI and LCM experiments are discussed in section 2b while GLI/2 is discussed in CR96.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Perturbation in low cloud</th>
<th>Perturbation domain</th>
<th>Global and annual mean radiative forcing (W m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLI</td>
<td>100% increase in LWP</td>
<td>20°–70°N</td>
<td>−1.9</td>
</tr>
<tr>
<td>LCM</td>
<td>28% decrease in effective radius</td>
<td>land area between 20°–70°N</td>
<td>−0.8</td>
</tr>
<tr>
<td>GLI/2</td>
<td>17% increase in LWP</td>
<td>global</td>
<td>−1.9</td>
</tr>
</tbody>
</table>

For a comparison with the global perturbations in CR96, we refer to one of the cases in that study, namely, the ‘GLI/2’ perturbation, which consisted of a 17% globally uniform increase in low cloud LWP (Table 1). Thus, GLI/2 and LLI contrast the effects of localized and global albedo perturbations, keeping the globally averaged forcing the same, equal to approximately one-half of that due to a doubling of carbon dioxide. The LLI experiment serves to illustrate the effects due to an increase of cloud albedo and, more generally, the planetary albedo in the Northern Hemisphere midlatitudes. This experiment bears relevance to the climate issue raised by Charlson et al. (1991) that the Northern Hemisphere midlatitude albedo (‘direct’ and ‘indirect’ forcing; IPCC 1994) may have increased since preindustrial times due to increase in anthropogenic sulfate aerosols. We emphasize, however, that the present study is not an attempt to determine the actual effects due to sulfate aerosols. Instead, the aim is to investigate the climate sensitivity to a spatially inhomogeneous forcing, an example of which is that due to the anthropogenic sulfate aerosols. Although we perturb cloud LWP, there is a near-equivalence in the climatic effects whether LWP or $r_e$ is changed (CR96). Note also that a cloud with smaller drops could rain less and thus enhance the LWP.

One motivation for the LCM experiment is to investigate the effect of the contrast in the drop sizes of continental and maritime clouds. The $r_e$ of continental low clouds is reduced by 28% (from 10 to 7.2 μm) following Han et al. (1994), while the $r_e$ over oceans remains at 10 μm. The nature of the LCM perturbation is similar in concept to that reported in Kiehl (1994). This experiment, too, has relevance to the aerosol climate issue posed in Charlson et al. (1991). They estimate the albedo changes due to the direct effect of sulfate aerosols to occur over the Northern Hemisphere midlatitude continental areas. Thus, by restricting a perturbation to the 20°–70°N continental regions of Northern Hemisphere in LCM, the response to an albedo increase occurring only over the polluted midlatitude land areas may be evaluated. Hence, the comparison of the LCM experiment with the control run allows the exploration of two different sensitivity issues: (i) the consequence of a difference in the cloud microphysical properties of continental and maritime environments, and (ii) the consequence of a Northern Hemisphere, continental-area only, aerosol effect. The magnitude of the global-mean radiative forcing in LCM is less than LLI since only the clouds over land are perturbed.

We note that while the area of the LLI perturbation is comparable in extent to the Northern Hemisphere midlatitude ‘indirect’ aerosol forcing in Jones et al. (1994), the extent in LCM is an idealization of the essentially continental forcing in Erickson et al. (1995). As in CR96, a substantial period of integration (~25 years) was required in order to reach a new equilibrium climate for each experiment. Each simulation was then continued for an additional 10 years, and the averages of the climate variables over the last 10 years are taken to be the equilibrium responses.

c. Zonal mean solar radiative forcing

Figure 1 shows the ‘normalized’ forcing (zonal mean divided by global mean) in LLI, LCM, and GLI/2. This plot highlights the relative latitudinal distribution of the forcing. A relatively stronger forcing (almost twice as large as the global and annual mean) for the GLI/2 experiment occurs near 60°S where the cloud amount is highest (see RC). When a forcing is applied only between 20° and 70°N (LLI and LCM),
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**Fig. 1.** Annual-mean ‘normalized’ (zonal mean divided by global mean) radiative forcing in the LLI, LCM, and GLI/2 experiments.
the normalized zonal values have a peak more than three times as large as the global mean. Compared to LLI, the land-area distribution between 45° and 70°N and the presence of larger cloud amounts at the higher latitudes results in a relatively stronger forcing there and a poleward shift of the peak in LCM.

In LLI, the zonal mean radiative forcing can be as large as $-12$ W m$^{-2}$ during summer owing to the large insolation available at that time (Fig. 2a). The absolute magnitude of the global mean forcing ($-0.8$ W m$^{-2}$, Table 1) in LCM is less than in LLI; however, the amplitude of the zonal mean forcing during summer over the land + ocean areas can still be as large as 7 W m$^{-2}$ (Fig. 2b). Relative to LLI, the domain of peak values in LCM is shifted slightly poleward. It may be noted that the ratio of $r_c$ between continental and maritime clouds observed in some measurements raises the possibility of an even larger contrast [0.46 from Squires (1958) in contrast to 0.72 here]; this would yield a larger radiative forcing over continents.

3. Thermal response

First we discuss the response in the LLI experiment. The zonal surface temperature response in LLI is essentially confined to the Northern Hemisphere (Fig. 3). A polar amplification of the surface temperature response is found in the Northern Hemisphere despite the fact that there is no forcing beyond 70°N (Fig. 1). The physical mechanisms responsible for this are essentially similar to those in the case of the CO$_2$-increase simulations (Manabe and Stouffer 1980), namely, changes in the amount and thickness of sea ice accompanied by changes in the polar surface albedo and the stable stratification of the lower troposphere at the higher latitudes. Figure 4a illustrates the distributions of the zonal, annual-mean changes in surface-air temperature, while Fig. 4b shows the change in surface albedo. The advancement and thickening of sea ice due to the negative forcing is accompanied by a larger surface albedo at the higher latitudes, which further reduces the net solar flux absorbed. The alteration of the
Table 2. Changes in annually averaged global-mean surface air temperature ($T_o$) and precipitation ($P$) in the LLI, LCM, and GLI/2 experiments. The values of $T_o$ and $P$ in the control run and the radiative forcing in each experiment are also listed.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta T_o$ (K)</th>
<th>$\Delta P$ (cm yr$^{-1}$)</th>
<th>Forcing (W m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLI</td>
<td>-1.4</td>
<td>-3.9</td>
<td>-1.9</td>
</tr>
<tr>
<td>LCM</td>
<td>-0.6</td>
<td>-1.0</td>
<td>-0.8</td>
</tr>
<tr>
<td>GLI/2</td>
<td>-1.4</td>
<td>-4.1</td>
<td>-1.9</td>
</tr>
</tbody>
</table>

$T_o$ (K)  $P$ (cm yr$^{-1}$)

Control run 288.5  109.1

sea ice amount and thickness (and, thereby, its thermal insulation effect) varies with season. Further, the greater stability of the atmosphere near the surface in the high latitudes tends to concentrate the cooling at the lower altitudes. There results, thus, a relatively larger decrease of the surface air temperature at the higher latitudes. The zonal-mean temperature responses for land and ocean areas separately are also shown in Fig. 4a. The differences in the temperature change in the Arctic region between land and sea are attributable to the changes in sea ice mentioned above and to the differences in the surface albedo change, respectively, between continental and oceanic areas. In the Tropics, despite the absence of any initial forcing, there is a land-surface temperature response, owing to changes in circulation and hydrologic parameters (this will be discussed later).

In both the land and oceanic areas of the Southern Hemisphere, the zonal mean surface temperature decreases by slightly less than 0.5 K (Fig. 3). This has to be considered a "remote" response since the forcing is only in the Northern Hemisphere. This response, however, is much less compared to that in the Northern Hemisphere mid- and high latitudes. The large difference in the hemispheric temperature responses suggests that, in the model, the radiative–dynamical compensation within the Northern Hemisphere to the applied forcing is much more effective than an advective adjustment involving cross-hemispheric heat exchange. Such a feature was also found in a model study of the effect of continental ice sheets (Manabe and Broccoli 1985). Figure 3 also shows that a strong vertical gradient in the temperature change occurs in the mid- to high latitudes of the Northern Hemisphere where the forcing is applied, indicating sharp changes in the local lapse rate. In contrast, the smaller temperature response in the Southern Hemisphere, a remote effect, is rather uniform throughout the low and midtroposphere.

Comparing LLI with GLI/2 (see CR96), the different latitudinal distribution of the radiative forcing in the two cases leads to distinctly different temperature response patterns, including the Northern Hemisphere. However, from Table 2, the ratio of the globally, annually averaged temperature response to the globally, annually averaged radiative forcing is approximately similar for these two cases.

The interhemispheric difference in the responses (Fig. 4) yields an enhanced temperature gradient between the two hemispheres and induces a change in the zonal mean meridional circulation between 20°N and 20°S. Figure 5a shows the change in the annually averaged zonal mean meridional mass streamfunction, while Fig. 5b shows the control state. The tendency for surface cooling reduces convective activity and thereby the diabatic (mainly latent) heating of the atmosphere in the Northern Hemisphere tropical region (Fig. 5c). The change in the zonal mean meridional circulation intensifies somewhat the heat and moisture exchange between the two hemispheres near the equator.

Between 0° and 20°S, there is a strengthening of the ascending branch of the mean meridional circulation;
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(a) Change in the annually averaged zonal-mean meridional mass streamfunction in the LLI experiment and (b) the value in the "control" climate. Solid (positive values) and dashed (negative values) contours indicate clockwise and anticlockwise circulations, respectively (units: 10$^3$ kg s$^{-1}$). The maximum value in a cell is an indication of the strength of the mass transport by that cell. (c) Latitude–height distribution of the zonal-mean change in the diabatic heating ($K$ d$^{-1}$) in the LLI experiment.
this is accompanied by a strong moisture flux convergence. The same change in the mean meridional circulation discussed above acts to weaken the ascending branch of the meridional circulation in the Northern Hemisphere equatorial region (Fig. 5a). The different temperature responses of the two hemispheres are thus strongly linked to changes in the zonal mean circulation and tropical moisture budget. Such changes in the zonal mean circulation are not present in the global perturbation experiments, for example, GLI/2.

The zonal-mean response pattern for LCM (Fig. 6) is very similar to LLI (Fig. 3), with the change in the global mean surface-air temperature in the LCM experiment slightly less than one-half of LLI (Table 2). The ratio of the responses in these experiments is very similar to what would be anticipated if a linear, invariant relation existed between the global-mean forcing and surface temperature response.

Since the global-mean forcings and, hence, the responses in the two experiments are not the same, we compare their respective normalized responses (Fig. 7) that is, zonal mean divided by the global mean (Table 2). The middle panel of Fig. 7 shows the similarity in the patterns of the land-only surface temperature response at the Northern Hemisphere mid- and high latitudes in the two experiments. Over oceanic regions (bottom panel), compared to the LLI experiment, the normalized zonal temperature reductions in LCM are smaller in the Northern Hemisphere low and midlatitudes but enhanced at the higher latitudes. The features in Figs. 7b and 7c add up to yield the pattern for the total (Fig. 7a). From low to about midlatitudes, the LCM results, compared to LLI, are approximately consistent with the differences in the normalized forcings (Fig. 1), although it must be noted that a one to one correspondence of the differences between LLI and LCM in the normalized forcing and response plots is probably not possible. The high-latitude difference in the normalized temperatures is related to the slightly larger relative change in the ocean surface albedo occurring there for the LCM case (Chen 1994). This is, in turn, related to the peak in the zonal-mean forcing

![Fig. 6. Latitude–height distribution of the changes in zonal, annual-mean temperature (K) in the LCM experiment.](image)

![Fig. 7. Annual-mean "normalized" changes (zonal mean divided by global mean) in the (a) land + ocean, (b) land-only, and (c) ocean-only surface-air temperatures in the LLI and LCM experiments.](image)
crease, is larger in LCM (e.g., at 75°N, this ratio is 5.8 in LCM, while it is 4.6 in LLI). However, the signal in LCM is not large enough to assure statistical significance at the high latitudes.

The geographical distribution of the temperature response normalized to the global mean (Fig. 8) shows that the smaller changes in the northern Pacific and northern Atlantic Oceans in LCM relative to LLI (the normalized response is less in LCM from the Tropics to the midlatitudes) are the cause of the lesser midlatitude zonal values in Fig. 7c. This feature is not surprising considering that the radiative forcing in LCM is only over the midlatitude land areas. Comparing the LLI and LCM results, it is seen that the longitudinal asymmetry of the temperature response within the midlatitude domain depends on whether the forcing is zonally uniform or is confined to only the land portions in the zone. The high-latitude geographical regions have a larger normalized response in LCM, which leads to the zonal results in Fig. 7. It is worth mentioning that both LLI and LCM have different patterns of zonal-mean changes compared to the global perturbation experiments (Chen 1994).

4. Hydrologic response

Figure 9a shows the latitude–height cross section of the changes in water vapor mixing ratio in LLI. Corresponding to the temperature response (Fig. 3), the reduction in the water vapor mixing ratio is also mostly confined to the Northern Hemisphere. This is in contrast to the GLI/2 experiment where the changes are global in extent (Fig. 9b). The pattern in LCM (Fig. 9c) is similar to LLI, except the magnitudes are smaller, consistent with the smaller forcing and temperature response.

The zonal mean changes in the precipitation rate \( P \), evaporation rate \( E \), \( P - E \), and soil moisture for LLI are illustrated in Fig. 10. The latitudinal distribution of land-only and the ocean-only averages are also shown in the same figure. In the Northern Hemisphere, decreases in \( P \) and \( E \) are found in most places accompanying the general decreases in temperature (Fig. 3). The reduction in soil moisture in the Northern Hemisphere equatorial latitudes (0°–10°N) follows roughly the change in \( P \).

As discussed in section 3, a change in the cross-equatorial meridional circulation is induced by the differences in the hemispheric forcing and temperature responses (Figs. 3 and 5a). The increase in \( P \) just south of the equator (Fig. 10a) is due to the strong moisture flux convergence accompanying the strengthening of
the rising branch of the zonal mean meridional circulation (Fig. 5). In contrast, the weakening of the rising branch of the zonal mean meridional circulation located between the equator and 20°N results in a decrease in $P$ there. The changes in $E$ (Fig. 10b) in the equatorial land region follow the changes in soil moisture (Fig. 10d), which in turn are mainly affected by $P$ (CR95). The magnitude of the change in $E$ for the equatorial land region is smaller than the change in $P$. This yields a positive $P−E$ between equator and 20°S (Fig. 10c), where the strengthening of the Hadley circulation and an increase in the moisture convergence have occurred. For reasons already stated, a negative $P−E$ occurs between equator and 20°N. Another positive $P−E$ in Northern Hemisphere midlatitudes is caused mainly by the reduction in evaporation over the oceans. Despite nearly similar temperature responses over the land and sea areas of the Northern Hemisphere midlatitudes (Fig. 4a), the reduction of $E$ over the oceans is much more than over the continents between 20° and 70°N. The differing surface energy flux balance conditions over oceans and continents (discussed later) is the reason for this feature. Only small changes in sensible heat and longwave radiative fluxes occur over the ocean. Thus, a larger increase in evaporation compensates for the reduction of the solar radiation at the ocean surface.

Over tropical land areas, the surface moisture budget and temperature responses are linked in a distinct manner. In Fig. 10, soil moisture and evaporation over the northern tropical regions are reduced. The dryness and decrease in evaporation, together with the changes in longwave and sensible heat fluxes, tend to lessen the surface cooling initiated by the solar flux change (CR95). The opposite is true in the southern tropical land areas where soil moisture and evaporation increase and the temperature decrease exceeds slightly that in the northern tropical land areas (Fig. 4a).

The zonal mean changes in $P$, $E$, $P−E$, and soil moisture in the LCI experiment (see Chen 1994) are qualitatively similar to the LLI results and exhibit the effects to be expected generally from a reduced forcing. The reduction of $E$ over land bears a resemblance to the result in Kielh (1994). The overall similarity between LLI and LCM points to a robustness in the model’s response to localized albedo forcings. The ratio of the global, annual mean changes in $P$ ($E$) in LCM to LLI is 0.26. It differs from the ratio of the temperature responses for the two experiments (namely, 0.43). This feature is unlike that for global perturbation experiments (e.g., GL1, GL1/2 in CR96), where the relative changes in the global-mean temperature and the precipitation rate were indeed comparable to the

---

**Fig. 10.** Zonal, annual-mean distribution of the changes in the (a) precipitation rate ($P$), (b) evaporation rate ($E$), (c) $P−E$, and (d) soil moisture in the LLI experiment.
ratio of their respective radiative forcings (Table 2 in CR96). A comparison of GLI/2 and LLI experiments reveals that these two have a nearly similar ratio of their respective changes in surface temperature to precipitation rate. Thus, the difference arising for LCM suggests a sensitivity to the zonal asymmetry in a midlatitude forcing.

The prescribed contrast in the continental and maritime cloud properties over the midlatitudes of the Northern Hemisphere (LCM) has a rather peculiar influence on the changes in E. Compared to LLI, there is less of a decrease in E over the northern midlatitude oceans in the LCM experiment; the precipitation changes, too, are less (Chen 1994). From Fig. 9c, it is also evident that the change in water vapor mixing ratio in the LCM experiment is smaller (this is so even if we scale the change with respect to the global-mean radiative forcing). Since there is no solar forcing imposed over the oceans in LCM, there is less of a change required in the surface latent heat flux, and, therefore, in the evaporation, for reestablishing the ocean surface energy balance. As pointed out already, because land and ocean areas respond differently to a solar forcing ‘felt’ at the surface, the evaporation changes in LLI for the midlatitude oceanic and land areas are different. For LCM, owing to the forcing occurring only over land, there results less of a difference in E between the land and ocean areas.

The monthly distribution of the changes in P for LLI are negative at almost all locations in the Northern Hemisphere (Fig. 11). On the other hand, strong increases in P are found during all seasons between equator and 20°S. This is related to the changes in the cross-equatorial meridional circulation discussed earlier. The domain with an increase in P extends to 40°S from May through November. The response in the LCM case (see Chen 1994) is similar but is smaller than in LLI due to the weaker forcing, and the changes in P are less well organized. The sharp contrast of P near the equator for LLI is not found for GLI/2. This is in contrast to the similarity of their globally and annually averaged changes (Table 2). An important inference is that although the global-mean surface temperature response and the radiative forcing have the same ratio in LLI and LCM, not all the processes (e.g., global-mean precipitation rate in LCM) can be expected to follow a similar simple linear scaling with respect to the global-mean forcing.

5. Maintenance of the surface energy budget

Following Boer (1993), we investigate the changes in the surface energy budget occurring in the LLI and LCM experiments. By decomposing the changes in the various terms of surface energy budget in the manner described in CR96, we isolate the effects due to various factors. Table 3 lists the global average changes in the various terms, with the terminology being the same as in CR96. Positive values imply a change acting to warm the surface (increased gain or decreased loss), while a negative value implies a change acting to cool the surface.

In response to the initial radiative forcing (Figs. 1 and 2 and Table 2), the new balance of the globally and annually averaged surface energy budget in LLI comes about mainly due to a decrease of latent heat flux output (LE) and a reduction in the net radiation input, with the change in sensible heat (H) being small. The reduction of solar flux input (S) is larger than the decrease of the longwave output (F). The drier atmos-

<table>
<thead>
<tr>
<th>X</th>
<th>Control</th>
<th>LLI</th>
<th>LCM</th>
<th>GLI/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>168.9</td>
<td>-1.9</td>
<td>-0.6</td>
<td>-1.8</td>
</tr>
<tr>
<td>F</td>
<td>-62.8</td>
<td>-1.2</td>
<td>-0.3</td>
<td>-1.2</td>
</tr>
<tr>
<td>LE</td>
<td>-86.5</td>
<td>3.1</td>
<td>0.8</td>
<td>3.2</td>
</tr>
<tr>
<td>H</td>
<td>-15.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>W_d</td>
<td>-86.1</td>
<td>2.0</td>
<td>0.9</td>
<td>1.2</td>
</tr>
<tr>
<td>C_sw</td>
<td>-63.1</td>
<td>-2.8</td>
<td>-1.0</td>
<td>-2.3</td>
</tr>
<tr>
<td>A_sw</td>
<td>-25.9</td>
<td>-1.0</td>
<td>-0.5</td>
<td>-0.7</td>
</tr>
<tr>
<td>G_tr</td>
<td>320.4</td>
<td>-9.4</td>
<td>-3.9</td>
<td>-9.2</td>
</tr>
<tr>
<td>C_w</td>
<td>28.4</td>
<td>0.8</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>\sigma T_d</td>
<td>-411.6</td>
<td>7.4</td>
<td>3.3</td>
<td>7.2</td>
</tr>
</tbody>
</table>
sphere in the new balance (Fig. 9) leads to an increase in the incident solar flux at the surface under clear skies ($W_{cb}$), but clouds ($C_{sw}$) act to reduce the solar flux. The surface albedo change effect, $A_{ac}$, yields a slightly larger reduction of solar flux than the atmospheric contribution. The large downward longwave flux reduction due to the drier and cooler atmosphere, as evidenced by the decrease in clear-sky contribution $C_{ck}$ (the overcast-sky component, $C_{kw}$, is much smaller), exceeds the gain due to the reduction of temperature and surface emission, $\sigma T_{sk}^4$.

All the terms in the LCM case have the same sign as in LLI but are smaller, consistent with the lesser forcing. In LCM, the latent heat flux change is reduced to about one-fourth of that in LLI (similar to precipitation; Table 2). This reduction is consistent with the result of Kiehl (1994). The effect due to surface albedo changes ($A_{ac}$) becomes the dominant contributor to the solar flux change at the surface, with the effects due to clear sky ($W_{ck}$) and clouds ($C_{sw}$) canceling out each other.

Figure 12 illustrates the latitudinal dependence of the changes in surface latent heat, sensible heat, and net radiative fluxes for the LLI experiment. Several distinct features are found over the different regions. (i) In the land area between 20° and 70°N, the surface energy reequilibration involves a balance of the radiative term by the sensible and, to a lesser degree, the latent heat fluxes. (ii) The ocean area between 20° and 70°N, on the other hand, has radiative and latent heat fluxes as the dominant terms to arrive at a new balance. (iii) In the tropical land regions of both hemispheres, the changes in sensible heat and radiative fluxes act in the same direction and counteract the changes in the latent heat flux. (iv) Over tropical oceans and in the mid- and high latitudes of Southern Hemisphere, the changes in surface energy components are relatively small.

Considering the net radiation term, the reduction in the solar flux input comes about because of the increased cloud and surface albedo effects, with an offset due to the increase in input from clear skies (Table 3). The solar effect makes the radiative changes negative, with the largest magnitudes in the domain where the forcing is applied. The increase in the surface longwave flux output is determined by the residual of the downward longwave flux and surface longwave emission, both of which are large and comparable. It results in a small negative value for most of the Northern Hemisphere, with a positive value for land areas near 10°S (Chen 1994), where relatively larger land surface temperature reductions occur (Fig. 4) owing to increased precipitation and soil moisture (section 4).

In LCM, the changes in latent heat flux are less in the midlatitudes (Fig. 13) compared to LLI (Fig. 12), partly due to a lesser radiative forcing. In the southern tropical land region, there is an increase of the latent heat output. The maintenance of the surface energy balance due to the change in each component is approximately similar to that in LLI. However, the balance of fluxes in the ocean area between 20° and 70°N is different in the two experiments, with the net radiative flux in LCM becoming less important than the other terms. This is related to the fact that LLI has perturbation of cloud radiative properties in that region while LCM does not.

6. Feedback analyses

The analyses of the feedbacks determining the responses in the LLI and LCM cases is performed following Wetherald and Manabe (1988) and Schlesinger (1989); the procedure is the same as described in
CR96. Because of fixed cloud distributions and properties in the experiments, there is no cloud-related feedback.

Table 4 lists the change in the radiative flux at the top of the atmosphere due to the $j$th feedback process, $[\delta j \gamma]$, as computed for the LLI and LCM experiments (see CR96 for the GLI/2 results). The flux changes are computed separately due to the changes in temperature ($j = T$), water vapor mixing ratio ($j = r$), and surface albedo ($j = A$), as obtained from the GCM simulations (CR96). The changes in the net flux $N$ are subdivided into the shortwave (SW) and longwave (LW) components. The zero feedback gain $G_0$ is 0.305 K W$^{-1}$ m$^2$. From Table 4, the net flux changes for $j = T$ and $r$ scale approximately linearly with the global-mean forcing and surface temperature change, similar to that seen for the globally uniform perturbations (CR96).

Table 5 lists the feedback strengths $f_j$, where $f_j$ is proportional to the change in the radiative flux at the top of the atmosphere due to a change in the $j$th climate variable per unit global-mean temperature change (CR96). The water vapor and surface albedo feedbacks are computed using the data in Table 4. The total feedback $f(\Sigma_j f_j)$ is then obtained by using the radiative forcing (Table 1) and the surface-air temperature response ($\Delta T_s$). As in CR96, we designate the residual of the water vapor and albedo feedbacks from the total as the “lapse rate” feedback, recognizing that a direct computation of this term (e.g., Wetherald and Manabe 1988) may yield a different value. An implicit assumption in the analyses is the additivity of the feedback mechanisms and their independence from each other.

The gain of the climate system with feedbacks, $G_r$, is also listed in Table 5. The gain links the equilibrium change in temperature to the radiative forcing (i.e., $\Delta T_s = G_r \Delta Q$). Here $G_r$ is quite similar in LLI and LCM (0.74 and 0.78 K W$^{-1}$ m$^2$). Thus, the total global-mean feedback occurring in each experiment is approximately similar, and the global, annual-mean surface temperature response of the climate system is approximately independent of the spatial characteristics of the radiative forcing applied. More notably, together
with the findings in CR96, whether the forcing is global or spatially confined in the Northern Hemisphere (and even when it is imposed only over the Northern Hemisphere land areas), the global-mean surface temperature sensitivity remains approximately the same. It would thus seem that the global-mean response in $T$ is simply related to the global-mean forcing, at least for the types of forcings studied here, with the proportionality constant being the climate sensitivity factor. Note that this factor could differ in value for GCMs with different physics and that the near-invariance feature of the global-mean climate sensitivity masks the differences in the zonal patterns of the climate variables.

In all three experiments listed in Table 5, water vapor feedback is the strongest, consistent with Cess et al. (1990) and the global perturbation cases in CR96. Notwithstanding the above inference regarding the global-mean sensitivity, we do find that the individual processes that contribute to the total feedback reveal important differences. A weaker water vapor feedback in LCM relative to LLI is due to the smaller temperature response in the midlatitude oceanic areas and the smaller changes in water vapor (Fig. 9).

In LLI, the temperature and moisture changes are essentially restricted to the Northern Hemisphere (Fig. 3 and 9a). However, this does not prevent a similarity of the total feedback in LLI and GLI/2 (both have similar global-mean forcings). The water vapor changes in LLI within the Northern Hemisphere midlatitude region ($20^\circ$–$70^\circ$N) exceed that in GLI/2 (Fig. 9). However, because of the larger changes in GLI/2 in the low latitudes and their areal extent, the global-mean water vapor feedback exceeds that in LLI. A smaller surface-albedo feedback in LLI relative to GLI/2 is due to the asymmetry in the high-latitude surface albedo response of the two hemispheres. Since the global perturbation experiments with a cooler temperature tend to have a larger surface albedo response in the Southern Hemisphere (CR96), the limitation of the response in LLI to primarily the Northern Hemisphere leads to a somewhat smaller surface albedo feedback. However, because of the greater Northern Hemisphere forcing, LLI does have a relatively stronger effect than GLI/2 in that hemisphere. The larger positive lapse rate feedback in LLI relative to GLI/2 is due to the confinement of the response essentially within the Northern Hemisphere.

In LCM, the total feedback is about the same as GLI/2 and LLI, but it consists of a smaller water vapor feedback and a larger lapse rate feedback than the other two. The smaller water vapor feedback is caused by a lesser reduction in the global water vapor mixing ratio (Fig. 9c). This, in turn, is related to the smaller temperature response in the midlatitude oceanic areas where no radiative forcing was imposed. In section 4, we discussed that the change in ocean evaporation between $20^\circ$ and $70^\circ$N in LCM was negligible but that it is more sensitive in LLI. In LCM, there is also a less enhanced upper-tropospheric cooling (Fig. 6) and therefore less of a negative tropospheric lapse rate feedback. This results in a larger overall positive lapse rate feedback (even relative to LLI) in the surface–atmosphere system. The surface-albedo feedback in LCM is slightly larger than that in LLI. This is due to a relatively larger sea ice change, accompanied by a larger normalized temperature response in the northern polar region (Fig. 7). However, just as in LLI, the localized LCM experiment, too, has a smaller global surface-albedo feedback than GLI/2. Comparing the results for the global and local perturbation cases (CR96 and Table 5), there appears to be a tendency for a compensatory effect in the relative strengths of the different feedbacks so as to yield a near-invariant global-mean climate sensitivity, with the similarity of the climate response arrived at through varying adjustments in the strengths of the various feedback processes.

7. Summary and discussions

In this study, two GCM simulations have been carried out to investigate the simulated climatic effect of spatially localized perturbations caused by variations or changes in the microphysical property of low clouds. The perturbation is imposed in the midlatitude Northern Hemisphere ($20^\circ$–$70^\circ$N) and covers either the entire zone (LLI experiment) or is limited to land areas (LCM experiment). The experiments have relevance to (a) an increase in the albedo of clouds due to anthropogenic sulfate aerosol pollution and (b) the observed contrast in the albedo of land and oceanic clouds. This study complements the globally uniform perturbation experiments in CR96. As in the earlier study, there are no cloud-related feedbacks in the experiments. While the experiments in CR96 were equivalent to global albedo changes, the ones here can be regarded as spatially confined planetary albedo perturbations.

Together with the results from CR96, the global-mean surface temperature response of the model is quite independent of the spatial distribution of the imposed forcing—whether it be globally uniform or spatially localized cloud albedo perturbations or a doubling of the carbon dioxide, that is, the global-mean climate sensitivity (i.e., response to forcing ratio) is nearly invariant for the considered forcings.

However, there are important differences in the zonal-mean thermal and hydrologic responses. The weak interhemispheric heat exchange in the model causes the hemispheric temperature response patterns for the localized perturbation cases to differ from those for the globally uniform cases. For a forcing present only in the Northern Hemisphere, the temperature response is mostly confined to that hemisphere, with only a weak "remote" response in the Southern Hemisphere.

For both global and local perturbations, the temperature change in the tropical upper troposphere exceeds
that in the lower region owing to moist convection. For localized forcings, a strong vertical gradient of temperature change is found in the mid to high latitudes of the Northern Hemisphere where the forcing is applied. In contrast, the lesser temperature response in the Southern Hemisphere is rather uniform throughout the mid and lower troposphere.

With a forcing applied only over the 20°–70°N land area (LCM), there results a nonnegligible temperature response over both oceans and land within this zone. However, scaled to the global-mean response, the oceanic area in the 20°–70°N belt is not perturbed as much as when the forcing is over both land and ocean (LLI). The spatially localized experiments suggest that the observed contrast in drop radii between continental and maritime clouds in the Northern Hemisphere midlatitudes exerts a differential radiative effect over land and ocean areas and thus affects the longitudinal distribution of the surface temperature in this zone.

The relative importance of the individual feedback processes (e.g., water vapor, albedo) is not the same, though the gain of the climate system with feedbacks is very similar for the global and localized perturbation cases. In the latter, the spatial limits of the forcing and temperature response are accompanied by a reduction in the strength of the water vapor feedback relative to the global case. There tends to be a compensation among the different feedback mechanisms such that the total global-mean feedback is nearly the same for all experiments.

A major point of contrast between the globally uniform and the localized perturbation experiments is the temperature response near the equator. In the latter, there is a change in the zonal-mean meridional circulation and moisture transport across the equator. An increase in precipitation occurs just south of the equator due to the strong moisture flux convergence and increased convective activity. There is also a decrease in convective activity between equator and 20°N, which causes a decrease of precipitation there. These features for the localized cases are suggestive of a possible signature of anthropogenic sulfate aerosols (whose forcing is confined to midlatitude northern hemisphere) on climate. It is cautioned, however, that more detailed studies are needed to explore the robustness and strength of these features.

The new surface energy balance for an albedo perturbation applied between 20° and 70°N over both land and ocean areas (LLI) is achieved differently over these two regions. While it is the reduction in the surface latent heat flux that essentially balances the reduction in the solar radiative flux over the ocean, the reduction of the sensible heat flux is more responsible for balancing the solar radiative flux decrease over the continents. When a forcing is applied only over the land areas (LCM) in the same belt, the change in surface evaporation over the midlatitude oceans is less, and sensible heat change also becomes important. There results a smaller ratio of the global-mean precipitation to forcing in the LCM experiment relative to LLI despite a similar global-mean surface temperature sensitivity in the two experiments. This suggests that the contrast in drop radius between maritime and continental clouds, as typified by the LCM experiment, affects the manner in which the surface energy balance is maintained over the land and ocean areas.

The findings here and in CR96 strongly suggest that in the absence of cloud feedback considerations, the global-mean surface temperature response can be simply estimated by computing the global-mean radiative forcing (whether this is due to CO₂, other trace gases, or aerosols). However, the latitudinal distribution of the temperature response, changes in the hydrologic cycle, and alterations in the surface energy budget terms would depend on the spatial characteristics of the forcing.

The conclusions must be considered in the framework of the present study. The localized spatial domain considered here is at least as large as the Northern Hemisphere midlatitude continents. The responses to even more spatially heterogeneous perturbations in cloud microphysical properties, including perturbations over other latitude zones, deserve to be explored. An issue for future studies is why, in both the global and spatially localized experiments, the sum of the feedbacks tends to be the same. The compensatory tendencies in the strengths of the individual feedback components for various types of forcings requires further attention. The manner of representation of various physical processes in the model, such as sea ice, oceanic heat transport, convection and cloud-related (heights, amounts, and properties) feedbacks, and their impacts on the modeled climate response, also need to be critically addressed. It is thus imperative that GCMs be subjected to a number of tests that would enable general conclusions to be reached regarding the global-mean and regional climate sensitivities to inhomogeneous radiative forcings.
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