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Abstract

We have characterized the annual behavior of martian atmospheric traveling waves in the MGS TES data set from the first tw
years of mapping. There is a high degree of repeatability between the two years. They are dominated by strong low zonal wavenum
with high amplitudes near the polar jets, strongest in late northern fall and early northern winter. Them = 1 waves have amplitudes up
about 20 K, are vertically extended, and occasionally extend even into the tropics. Periods form = 1 range from 2.5 to 30 sols. Much weak
waves were identified in the south, with amplitudes less than about 3.5 K. Traveling waves withm = 2 andm = 3 are also seen, but the
amplitudes are typically limited to less than 4 K, and are generally more confined near the surface. In the north, they are more
fall and spring rather than winter solstice, which is clearly dominated bym = 1 waves. Some evidence of storm tracks has been iden
in the data, with accentuated weather-related temperature perturbations near longitudes 200◦ to 320◦ E for both the southern and northe
hemispheres near latitude±65◦ at the surface. Some evidence was also found for a sharpening of longitudinal gradients into what
frontal systems. EP flux divergences show the waves extracting energy from the zonal mean winds. When them = 1 waves were stronges
decelerations of the zonal jet of order 30 m/(s sol) were measured. Above 1 scale height, the waves extract energy from the jet predom
through barotropic processes, but their character is overall mixed barotropic/baroclinic. Inertial instabilities mayexist at altitude on the
equatorward flanks of the polar jets, and marginal stability extends through to the tropics. This mayexplain the coordination of the tropical
behavior of the waves with that centered along the polar jet, consistent with the ideas expressed in Wilson et al. (2002, Geophys
29, #1684) and similar to those in Barnes et al. (1993, J. Geophys. Res. 98, 3125–3148). Throughout the year, there exist large r
the meridional gradient of PV less than zero, but they are strongest near winter solstice. Poleward of the winter jet, the regions of instabili
reach the surface, equatorward they do not. These regions, satisfying a necessary criterion for instability, likely explain the gen
waves, and perhaps also their bimodal character between surface (faster waves) and altitude (slowm = 1 waves).
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

We have examined two full Mars years of Mars Glob
Surveyor (MGS) Thermal Emission Spectrometer (TE
nadir spectra temperature retrievals for evidence of travelin
waves (excluding solar-forced tides) in Mars’ atmosphe
This analysis is the most complete documentation of
traveling waves in Mars’ atmosphere that has been
formed to date. Credit for this goes to the unprecede
duration and completeness of sampling by the TES ins
ment.

* Corresponding author.
E-mail address: banfield@astro.cornell.edu (D. Banfield).
0019-1035/$ – see front matter 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.icarus.2004.03.015
The first scientific speculation that Mars’ atmospher
may have traveling waves in many ways similar to Ea
was byHess (1950). Leovy (1969)was more quantitative
and calculated that baroclinic waves with zonal wavenu
bers of 2–4 would have the highest growth rates in mid
itudes in a 2-layer quasi-geostrophic model. He also s
gested that the short radiative damping time on Mars wo
have little influence on the length scales of the waves or t
growth rates.Leovy and Mintz (1969)adapted an early Gen
eral Circulation Model to Mars conditions (without topogr
phy), and found traveling waves of length scales simila
those predicted byLeovy (1969). They also found that thei
modeled traveling waves carried significant angular mom
tum and heat in the winter hemisphere near solstice,

http://www.elsevier.com/locate/icarus
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in midlatitudes in both hemispheres at equinox.Blumsack
and Gierasch (1972)examined the effects of the significa
topographic slopes on Mars on the traveling waves. T
found that the slopes could reduce both the length sc
and growth rates of the most unstable waves.Leovy (1979),
motivated by Viking Lander observations, discussed the
ularity of the martian waves relative to those on Earth.
suggested that, by analogy with rotating tank experime
the greater atmospheric stability and smaller size of M
cause its waves to be far more regular than those on E
Pollack et al. (1981), establishing the NASA Ames GCM
by updating the general circulation model fromLeovy and
Mintz (1969)to include topography, found little differences
in the transient waves, somewhat in conflict with the pre
tions ofBlumsack and Gierasch (1972). Barnes (1984)used
a more accurate representation of the zonal mean sta
a quasi-geostrophic numerical model to confirm that zo
wavenumbers of 2–4 are favored.Michelangeli et al. (1987
attempted to model the barotropic instability of the win
polar jets for Mars, finding that waves with zonal wavenu
bers of 1 or 2 and periods of 0.75–2.5 sols are favo
These perturbations would be mainly notable away from
surface where an orbital atmospheric sounder would be
ideal instrument for detection.Barnes et al. (1993)reported
transient wave results from the next update on the NA
Ames general circulation model. In this, the most comp
model description of transient waves, they again confirm
wavenumbers, amplitudes and periods from previous,
sophisticated, models as generally being accurate. In
ticular, however, their greater vertical resolution allowe
more detailed examination of the spatial structure of
transient waves. They found zonal wavenumbers 1 an
dominated the higher altitudes, with 1–4 having signific
amplitude near the surface. They also noted that not
did the waves have significant amplitudes along the axi
the polar jets, but also they showed activity at upper
els crossing the equator that was coherent with the m
polar waves. Wavenumbers were found to increase slig
away from solstice, and with increasing dust loading. T
southern hemisphere winter’stransient waves were weak
than those of the north by a factor of 2 or more.Hourdin
et al. (1995)noted a seasonal dependence in the varianc
surface pressure in the Viking Lander data, and had s
success reproducing it with the French LMD GCM. Nor
ern transient wave surface pressure variance showed a
peak structure with a relative minimum at northern winte
solstice, the depth of which Hourdin et al. showed to incre
with the atmospheric dust opacity.Collins et al. (1996)used
the Oxford GCM and Viking Lander data to show that Ma
atmosphere apparently flips between two dominant tran
wave modes, one with period near 2–4 sols and the o
near 5–7 sols. They demonstrated that the diurnal forcing
stimulates the mode flipping.

Concurrent with these theoretical investigations, sev
spacecraft returned atmospheric data from Mars. Mariner 9
returned both atmospheric spectra and visible images
.

-

o

t

-

vant to the question of transient waves.Briggs and Leovy
(1974) discuss images of winter cloud forms in the no
polar hood which suggest the growth, motion and deca
baroclinic waves, possibly sharpening into fronts.Conrath
(1981)identified an atmospheric wave centered on the
of the northern polar vortex in Mariner 9 IRIS data. Unf
tunately, the space–time sampling of that data set did
allow an unambiguous identification. The wave could h
either been a zonal wavenumber 2 stationary wave or
of several wavenumber phase speed combinations of tr
ing waves. The Viking Landers returned several Mars ye
worth of surface observations filled with evidence of tr
eling waves.Ryan et al. (1978), Barnes (1980, 1981), a
Murphy et al. (1990)analyzed the meteorological data
better characterize the traveling waves. They found sur
pressure variations of up to∼ 5% and periods between 2 a
6 (or more) sols with coherence times of 20 sols or m
Using the wind and pressure variations together allo
them to estimate the scale of the waves, finding waven
bers of about 1–6, with 2–4 being favored.Murphy et al.
(1990)compared results between the two landers and
gested that the wave modes were globally coherent.Tillman
et al. (1979)interpreted a small subset of the meteorolog
data in terms of the passing of a frontal system assoc
with global-scale traveling waves passing over the lan
Mars Pathfinder, while outfitted with meteorological se
sors, landed near the equator near equinox (Ls ∼ 150◦), and
hence did not capture the signatures of any significant tra
ing waves(Schofield et al., 1997). Most recently,Hinson and
Wilson (2002) and Wilson et al. (2002)have identified trav
eling waves from Mars Global Surveyor data. Hinson a
Wilson identified a zonal wavenumber 3, 2-sol wave at h
latitudes in the southern mid-winter from radio science
cultations. Wilson et al. identified two different period (∼ 6
and∼ 20 sols) zonal wavenumber 1 waves in northern w
ter centered along the axis of the polar vortex in TES d
and reproduced similar behavior in the GFDL GCM. The
long period wave also had significant amplitude extend
across the equator to the southern tropics. Their ana
showed the TES data dominated bym = 1 waves, while
the Viking lander surface pressure analyses typically s
wavenumbersm = 2–4 being dominant.

These theoretical and observational efforts have ta
us much about the nature of traveling waves on Mars
helped us to understand their role in maintaining the g
eral circulation and climate. However, they are very inco
plete. Using the Mars Global Surveyor Thermal Emiss
Spectrometer atmospheric temperature retrievals, we pr
three dimensionally resolved, unambiguous identificat
and quantifications of traveling waves with good seaso
resolution. We will discuss the nature of the data set,
limitations of the retrievals, and the technique we have
veloped to identify the waves. The waves themselves wi
discussed for both the northern and southern hemispher
they change with season and their asymmetries betwee
hemispheres. Finally, we will address questions about
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role in heat and momentum budgets, and the instabilities tha
create them.

2. Data set

This study uses retrieved temperatures from the infra
spectra taken by the TES instrument on the MGS spacec
Specifically, the data we have analyzed in this work w
taken from when Mars Global Surveyor entered its mapp
orbit from March 1999 to February 2003, or two Mars yea
This data set is an extended version of that used inBanfield
et al. (2003)for forced wave analysis. Details of the data
and its coverage and limitations are discussed inBanfield et
al. (2003).

We use observations from both the ascending and
scending halves of the orbit,yielding 12 regularly space
longitudes sampled in half a sol. Thus, ideally waves
zonal wavenumber up to aboutm = 5 can be well describe
twice a sol, allowing us to resolve even fairly fast-movi
waves. In practice, dropouts from limb scans and down
limitations impact the information content of the data s
reducing it slightly from the theoretical maximum sugges
above (i.e., effectively limiting us tom � 4). Perhaps more
seriously, they influence the choice of technique in extr
ing the traveling waves from the data set. Techniques
Fast-Fourier Synoptic Mapping (Salby, 1982; Barnes, pri-
vate communication, 2003) have the advantage of optim
using the data, casting them onto orthogonal basis func
tuned to the spacecraft ground track. This reduces the n
in the end product analysis. However, they require absolu
regular observations to work, and gaps must be filled
which is somewhat troublesome in that full orbits are f
quently missing in the TES data set. We have instead us
convolution technique which is much more tolerant of d
gaps, and still allows waves over∼ 0.6 K to be followed.

We have only used nadir data, which limits the verti
resolution and maximum height of the retrieved tempe
tures compared to limb scans, but affords better latitud
resolution.Conrath et al. (2000)detail the algorithm that th
TES team used to produce the temperature retrievals tha
used in this study. Contribution functions are about 1 sc
height deep near the surface, but they become deeper
the top of the domain (∼ 0.5 mbar). Thus, the vertical resolu
tion in the nadir temperature retrievals is about 1 scale he
near the surface and perhaps almost 2 scale heights at a
sure of 0.5 mbar. This limitation has serious implications
our ability to resolve perturbations in the atmosphere w
short vertical wavelengths (e.g.,Wilson et al., 2002; Hinson
et al., 2003; Banfield et al., 2003).

3. Analysis approach

We have chosen to keep our analysis tools as simp
possible, not only to make them more easily understood
.

r

s-

also to keep the algorithms robust against data dropouts
mentioned above, significant dropouts occur in the TES
set (several orbits per sol), and this must be considered w
designing an analysis algorithm. We have chosen to use
ning and averaging to identify the local mean temperature
analogous to the first part of the analysis inBanfield et al.
(2003). Once we have removed the local mean temperat
and are left with the local temperature anomalies, we h
used a correlation technique to identify traveling waves.
techniques described here were also used in the analy
Wilson et al. (2002).

3.1. Local mean temperatures

The first phase of the analysis focuses on that portio
a given location’s temperature signal that is fixed in time
slowly varying on a seasonal timescale. This was the sub
of the analysis inBanfield et al. (2003), in which the zonal
mean temperature as well as the lowest wavenumber sta
ary waves and some specific thermal tides were quantified
While in the previous work we were interested directly
the mean fields, in this work we will simply subtract the
from the observations to yield the local temperature an
alies from the means.

As in Banfield et al. (2003), we combined the data int
bins in latitude, longitude, pressure level, and whether
observations were taken at 2 AM or 2 PM. Again, we used◦
wide bins in latitude totaling 45 bins, 30◦ wide bins in longi-
tude totaling 12 bins, half-scale height wide bins in press
totaling 8 bins, and one bin for 2 AM observations and o
bin for 2 PM observations. This choice of bin sizes, the
act same as that used inBanfield et al. (2003)proved to be
quite capable of well defining the mean states and the lowe
zonal wavenumber stationary waves and tides, where es
tially all of the power resides.

To resolve the traveling waves, we further binned the
sults in half sol bins. Binning the results in short time inc
ments like this was unnecessary for the analysis inBanfield
et al. (2003)as that work focused on the means themsel
but this work relies on the time dependence of the an
alies from the means. Choosing a time resolution of ha
sol involved a trade off between longitudinal resolution a
temporal resolution. If we had used a shorter time than
a sol, then the spatial resolution would not only be irre
lar in longitude for each time interval, but also would n
have even 12 independent longitudes observed. This w
clearly compromise the maximum zonal wavenumber
we would be able to resolve, as well as introduce poss
aliasing problems due to the missing longitudes. Choo
a binning time longer than half a sol would have redu
our temporal resolution further than necessary, which wo
have reduced the maximum phase speed wave that we
resolve. Thus half a sol time bins are the optimal cho
among these tradeoffs.

Discretizing the maps to once every half sol will intr
duce problems for waves with periods less than or of o
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1 sol. Because the observations are not taken globally in
taneously every half sol, but rather serially over the full h
a sol, we are moving some observations by up to a qu
sol in time. But for waves with periods well removed fro
1 sol, the effects are negligible. From our experience with
data set, the traveling waves’ periods are significantly lon
than a sol, and their representations are minimally pertu
by discretizing them in half a sol increments. To verify th
we tried performing our analysis with quarter sol timeste
with negligible differences.

To define the local means, we computed a running m
of 50 sols centered on the time of interest. This was cho
to minimize the effects of seasonal trends, while still incl
ing enough observations to produce a statistically mean
ful average and also to smooth over slowly moving wav
Our experience showed that waves with period of as lon
about 20 sols are present in the martian atmosphere, and
averaging for shorter than that would inadvertently rem
those slow waves from consideration. With the local me
so defined, we removed them from each timestep ove
of the bins to yield a local temperature anomaly. The fi
step was to recombine the day and night anomalies into
since presumably the effects that distinguish day from n
were removed in defining the local means. This leaves th
cal temperature anomalies in bins of only latitude, longitu
pressure and time for further analysis to extract the trave
waves.

3.2. Identification of traveling waves

Once we have removed the local means from a temp
ture signal, we are left with the temperature anomalies w
include the traveling wave perturbations we are intere
in as well as noise. Furthermore, we do not know a pr
what zonal wavenumber or phase speeds to expect. We
to determine these from the data. Because we are searchi
for waves that migrate predominately in the zonal direction
we examine each bin of latitude and pressure independ
looking for the specific longitude-time dependence cha
teristic of a traveling wave. We do this by convolving (
longitude and time) the data with sine waves of varying zo
wavenumber and phase speed, and identifying those co
nations with the highest covariance. Only after we have d
this do we compare again between latitudes and pressu
look for spatial coherence meridionally and vertically. R
sults presenting accord in these directions will then increas
the confidence in the results, particularly as different latit
bins will be examining data sets completely independen
one another. To describe this more fully, we will follow o
latitude and pressure bin through processing.

3.3. Each latitude and pressure

We have selected the latitude 64◦ N, and the pressur
level of 3.0 scale heights above 6.1 mbar (i.e., 0.3 mba
demonstrate the analysis. For clarity of the figures, we
-

s

,

-

e

-

o

limit the time of interest toLs = 200◦–300◦, northern fall
and winter when traveling waves are likely strongest at
location. Note also that this is the time and region focu
on in Wilson et al. (2002). Figure 1ashows the data in th
form of a Hovmoller diagram, that is longitude versus tim
with temperature anomaly indicated by brightness. The
itation of 12 longitude bins is quite evident in this figu
making it somewhat hard to see the structure buried in
data. The much smaller time bins (half a sol) are less
problem, especially for the slow waves that are presen
this data subset. There are also some regions of missing
in this plot, which show up as pure black.

In this region, there are actually quite evident zo
wavenumber 1 waves traveling eastward with at least
distinct phase speeds at different times. The higher z
wavenumbers are relatively minor in this data subset
better visualize the waves, we have fit a zonal wavenum
1 wave to each individual timestep, and rendered that
increased longitudinal resolution for each timestep. This ap
pears asFig. 1b. A slowly movingm = 1 wave is quite evi-
dent fromLs ∼ 240◦ to Ls ∼ 270◦, at which time the phas
speed of the dominantm = 1 wave greatly increases. The
is also evidence of a fasterm = 1 wave beforeLs ∼ 225◦.
The slow wave has a period of about 18–30 sols, while
faster waves have periods of about 6 sols. The slow wav
mains coherent over a time of about 50 sols, while the fa
waves appear to be coherent for somewhat shorter ti
Amplitudes of the slow wave are about 14 K, while tho
of the faster waves are about 10 K or less.

In the discussion above, we identified the waves visu
by tracking the maxima with longitude and time. Our so
ware does the same process, by convolving the data w
unit amplitude synthetic wave of a given zonal wavenu
ber, and a set of phase speeds. The software tries all p
speeds between the fastest westward phase speed th
be resolved, through zero (stationary), to the fastest e
ward phase speed that can be resolved. These limita
on the phase speeds that can be resolved are set b
zonal wavenumber and the interval between maps. A z
wavenumber 1 wave (m = 1) imaged every half sol would b
well resolved up to about±180◦ of longitude per half a sol
or ±360◦/sol (a period of 1 sol). For speeds exceeding t
the wave would alias into a slower wave. For higher zo
wavenumbers, the phase speed limits are more stringe
the shorter wave would not need to propagate as far to c
ambiguity.

The synthetic traveling wave is convolved with the d
over the specified interval, centered on the time in ques
For longer intervals, the phase speeds of waves in the
can be more precisely determined. However, if the inte
exceeds the coherence time of the waves, the convol
will be reduced. The balance between these two compe
processes was found empirically with our analysis. We u
an interval of 20 sols form = 1, 17 sols form = 2, and
15 sols for higher zonal wavenumbers, affording the b
combination of precision in phase speeds and flexibility
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(a)

(b)

Fig. 1. Hovmoller diagrams for 64◦ N, 3 scale heights altitude forLs ∼ 200◦–300◦ of the first MGS mapping year. These plots show the time depen
temperature perturbations (bright= warm, dark= cool) as a function of longitude and time for a specific altitude and latitude. The average amplitude o
this time is indicated in the title of the figure, in this case, 15 K. The right abscissa counts sols from an arbitrary starting time. It is the MGS SCLK spacecraft
clock time−6 × 108 s/88775 s/sol. The left abscissa,Ls , is more useful, but is slightly imprecise due to the eccentricity of Mars’ orbit. The zonal m
temperature and the stationary waves have been removed. (a) The raw data,binned into 12 longitude bins. (b) Onlythe zonal wavenumber 1 component of te
data at each timestep. Note the long period eastward propagating wave aroundLs ∼ 250◦ , and a faster wave after aboutLs ∼ 274◦ . There are also indication
of a standing wave at aboutLs ∼ 230◦ . Note that them = 1 waves alone have an average amplitude of 13 K (compared to 15 K for all waves here).
de-
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ase

in-
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p
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capture short coherence time waves. This interval also
termined the number of separate phase speeds that ne
tested between the extremes. If two phase speeds differ
little that over the convolution interval, their synthetic wav
differ in phase by less than the width of a longitude bin, th
they are essentially the same speed to our level of resolu
We have used this criterion to choose the number of ph
e
o

.

speeds tried with the data, limiting the total number to 73
dividual phase speeds for computational efficiency. This
proved to well resolve all of the observed waves.

Figure 2shows an array of these synthetic waves c
volved with the data fromFig. 1. Again, time increases u
the right-hand side (with the approximateLs indicated on
the left), but the abscissa is now phase speed. Conto
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in
Fig. 2. Plot showing the amplitude of them = 1 waves fromFig. 1 as a function of time and phase speed. See the text for details of this processing. R
amplitude is indicated by the grayscale (dark= relatively high amplitude). Absolute amplitudes areindicated by the contours, labeled at 2, 4, 7, 9, 11,
14 K. The wave reaches its maximum amplitude aroundLs ∼ 250◦ , with an eastward phase speed of about 20◦/sol or a period of 18 sols. Note the jump
phase speed atLs ∼ 273◦ , also evident inFig. 1.
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throughout the field is the convolution of the synthetic wa
with the data, which is representative of the amplitude
the waves present in the data with each phase speed fo
zonal wavenumber (m = 1), averaged over the convolutio
interval. The gray scale is also the magnitude of the c
volution, but in this case scaled by the maximum at e
time interval. This highlights the dominant phase spee
each timestep, without letting those times with smaller o
all wave amplitudes become swamped by the times
large amplitude. In this case, it is very interesting to n
that the phase speed appears to decrease fromLs ∼ 240◦ to
Ls ∼ 273◦, at which time it is about 10◦/sol, or a period of
36 sols. Then there is an abrupt jump in phase speed at a
Ls ∼ 273◦ to a phase speed of about 54◦/sol, or a period of
6.7 sols. This transition, and the slow wave were the sub
of theWilson et al. (2002)work. It is interesting to note als
that fromLs ∼ 220◦–240◦ there is amplitude in a westwa
traveling wave with a phase speed almost exactly oppos
the eastward traveling wave. This is indicative of a stand
wave, which is evident inFig. 1 during this time. There ar
also several other instances ofsignificant amplitude at othe
phase speeds beside the dominant ones mentioned. W
not generally discuss thesesecondary maxima in the co
volutions any further, but they quite likely warrant furth
attention. Some of the cases where secondary maxim
s

t

ll

e

present are analogous to the findings inWilson et al. (2002)
where they note fast and slowm = 1 waves co-existing nea
the surface. We will give these more attention.

At Ls ∼ 200◦, the dominantm = 1 wave’s amplitude is
∼ 2 K, but at its maximum it is about 16 K. Then, durin
the time in which it transitions abruptly to the faster (6 s
wave, its amplitude sharply drops to about 3 K, then gro
again to over 7 K byLs ∼ 300◦. The secondary maxima ha
amplitude in this plot at times of over 4 K, while the noi
level in the plot is less than about 1 K. Clearly, the m
ima are well identified in phase speed and amplitude,
the secondary maxima are also quite likely significant.
experience with this technique suggests that local maxim
amplitudes of about 0.6 K or more are statistically sign
cant. Of course, our ability to identify a wave depends on
steadiness and coherence time in addition to its amplitu

The complex part of the convolution yields the pha
of the wave. This detail is not important when examin
only one latitude and pressure, but becomes quite intere
when comparing between latitudes and pressures.

3.4. Comparing among latitudes and pressures

To understand the spatial distribution of the amplitu
of the waves, their phase speeds, and (where they ar
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herent) their relative phases, we have to compare the re
discussed above between different latitudes and press
For simplicity, we concentrate on only one particular wa
phase speed for each latitude and pressure. We have
sen to distill each latitude and pressure to its dominant p
speed, defined by the greatest average amplitude over a
ified time interval. This time interval must be chosen w
some care. It must be short enough that variations due t
changing seasons, changing dustiness, or the vacillatio
the waves themselves are adequately captured. Howev
must be long enough to yield a manageable number o
sults, and also allow enough time to identify the travel
waves well. To achieve this, we have used a averaging
terval of 30◦ of Ls , or about 60 sols. This is one third of
season, roughly the timescale for the effects of a dust s
to occur, and only a little longer than the coherence time o
the waves we have observed. Its also about 3–4 times as
as the typical time we have used for convolving the synth
waves with the data. Finally, it yields 12 visualizations of
traveling wave structure per year. This results in relativ
complex but still readable plots.

Defining the dominant phase speed as that which h
the maximum average amplitude over the time interval u
ally yields a good result, but occasionally, the results
poorly defined. If the maximum average amplitude is o
marginally above the noise on the collection of average
plitudes for the different phase speeds, we discard the re
from that cell entirely. Specifically, we compute the me
and standard deviation of the average amplitudes for al
different phase speeds. If the ratio of the difference betw
the maximum amplitude and the mean amplitude to the s
dard deviation of the amplitudes is less than about 1.4,
we consider that cell as having inconclusive results, and
not included in the output. Whilethese cases are relative
rare, performing this filtering insures robust results.

Rather than concentrate on the locally dominant phas
speed, we could have chosen to follow the dependenc
a particular phase speed across the meridional plane. H
ever, in regions where the wave with this phase speed
minor perturbation, this could be misleading. Because th
work is focused on cataloging the main effects of the tr
eling waves, it is best to identify each cell by its loca
dominant wave. The alternative could be a good choic
we were particularly interested in, e.g., the 20 sol wave
cussed above. We will leave this type of analysis to la
works.

Figure 3presents the amplitude and period of the do
nant waves over the meridional plane forLs = 225◦–255◦.
This time interval is a subset of that shown inFigs. 1 and 2,
when the traveling wave at 64◦ N had a period of abou
20–36 sols. Rather than present the phase speed itse
the long periods of them = 1 wave the period is more con
venient to read. However, the actual phase speed (in m/s)
is still valuable in identifying a steering level for the wa
(comparing against the zonal mean winds). This form of p
represents the building block of many of the plots to follo
s
.

-
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f
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showing information on the meridional plane realized o
many fractions of a martian year. We chose to blank reg
with amplitude below 0.66 K because for amplitudes be
that the fits are much more tenuous, and noise becomes
rious issue. For most regions with a fit amplitude of grea
than about 0.66 K, the results are significant, except per
very near the surface where noise is larger. In this pa
ular example, the maximum temperature amplitude is
over 12 K, at a pressure of about 0.3 mbar and latitude a
66◦ N. The region of largest amplitudes is centered on
polar front, and a region of significant amplitude and id
tical period extends all the way to south of the equato
the highest altitudes in our domain. The tropics, while l
than 1 K in amplitude, are actually dominated by the sa
period wave as along the polar front. The color appears
ferent here only because the wave’s amplitude with t
behaves differently in the tropics than along the polar fro
thus causing a different period to dominate there over
full interval from the time changing period of this wave. B
cause all of these regions are dominated by the same w
they are thus spatially coherent.

In the bottom half scale height of our analysis, there
regions that are not coherent with the broad wave at altit
These near surface locations are the most difficult to retr
accurately with TES, but they might also hold the most
formation about traveling waves confined to near the surf
Their interpretation must be done with care and in consid
tion of the difficulties associated with their retrievals.Wilson
et al. (2002)used the GFDL GCM to aid in interpreting TE
results in the bottom scale height. For the other region
the map, where the amplitude is between 0.6 and 1 K,
are hesitant to call them noise, as there are spatial c
lations found in the dominant wave periods, and the fi
on the significance of the maximum average amplitude d
not generally discard them. Nevertheless, the amplitude
small enough that the effects of these possible waves
likely negligible. We will ignore them in this analysis, co
centrating on waves with amplitude of at least 1 K or mo

We now examine the relative phase of the dominant w
between locations. This is of interest to understand the
and momentum transports of the wave across the merid
plane. With that we can address the waves’ effects on
general circulation and perhaps gain some insight into w
sources and sinks. We compute the relative phases for w
moving with the same phase speed as that at the locatio
maximum amplitude. In this case, that location is 66◦ N and
about 0.3 mbar. We then compute the average phase d
ence between the wave at that location and all other location
for that specific phase speed. We can measure the re
phase even beyond the regions dominated by the maxim
amplitude wave, but we refrain from displaying those
sults as more cautious interpretation must be exercised
will however occasionally discuss these results beyond th
shown on the plots. The relative phases in the region do
nated by the same speed wave as the location of maxim
amplitude is shown inFig. 4.
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Fig. 3. Meridional cross section ofm = 1 wave amplitude and dominant period forLs ∼ 225◦–255◦ of the first MGS mapping year. The abscissa runs fr
the south pole to the north pole, and the ordinate covers 4 scale heights, with6.1 mbar at the bottom followed by 3.7, 2.2, 1.4, 0.8, 0.5, 0.3, and fin
0.18 mbar. Surface pressure for this season is indicated by the dashed line at and below the bottom of the plot. Amplitude is indicated by contours
brightness (bright= high amplitude). Contour levels are at 1, 2 K and even values above this. Amplitudes below 0.66 K appear gray on this plot, a
not considered significantly above the noise. Colors indicate the dominant period of them = 1 wave over this interval. A period scale bar appears at the
Negative values are westward propagating waves, appearing as colors orange–green–light–blue. Positive values are eastward propagating waves, appearing as
colors light blue–purple–red. Note the concentration of the wave amplitude along the polar front in the north. Throughout this region the dominant period is
consistently 20–36 sols.
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In this particular example, forLs ∼ 225◦–255◦, the loca-
tion of maximum amplitude is 66◦ N, 0.3 mbar. The relative
phase advances to the east for locations south and b
the maximum, indicated by colors progressing to a dee
blue. These indicate a relative phase of up to almost 9◦ E
for 36◦ N, 1.3 mbar. For locations south and higher th
the maximum, the relative phase first regresses west
(green hues), then further south advances eastward
(not shown because the amplitude goes below our cutof
certain significance of the results). At 45◦ N, 0.18 mbar, the
relative phase is about 30◦ W, but farther south at 20◦ N,
0.18 mbar where the amplitude has dropped below 1 K
has advanced to about 90◦ E. In the equatorial region, th
phase continues to advance eastward descending in the
ics. Near the equator, at the top of our domain, the rela
phase is about 140◦ E, while below that, it has advance
all the way around to a relative phase of about 90◦ W at
2.2 mbar over the equator, below which the results bec
questionable.Wilson et al. (2002)also noted this coheren
extension of the (slow) traveling wave down into the tro
ics, and confirmed the results using TES limb data and
GFDL GCM.
n

-

This westward phase shift with increasing latitude tha
evident between 30◦ and 60◦ N (except at the highest alt
tudes) is indicative of an equatorward momentum trans
by these waves. Additionally, the slight westward phase
with height that is evident in that same region is indica
of a poleward heat transport. We will address both of th
topics more fully later.

4. Results with season

The only further variable that needs to be addresse
complete the description of the traveling waves through
the TES data set is the progression of seasons. As ment
above, we first analyzed each latitude and altitude separa
then compared amplitudes, phase speeds and relative p
among them for 30◦ Ls bins. Breaking the data up into bin
of Ls = 30◦ was necessary to produce a readable figure
occasionally it forced averages over intervals in which w
know the waves dramatically change their character. In t
cases, we will go back and use other types of plots to ex
ine the quick changes in more detail. The composite p
will be comprised of 12 panels of the same format as th
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Fig. 4. Similar toFig. 3, but instead showing the relative phases of them = 1 waves forLs ∼ 225◦–255◦ of the first MGS mapping year. Again, contours a
brightness indicate wave amplitude, but here color represents the average phase of a particular latitude and altitude relative to the location with the maximum
amplitude. The color bar at the top gives the actual relative phases in terms of east longitude. A value of+90◦ at a particular location means that the wav
maximum is found on average 90◦ of longitude east of where the wave’s maximum is for the location of maximum amplitude. Values are only shown
places that were dominated by the same period wave as that of the location withthe maximum amplitude, but careful analysis is still possible outside ofthese
regions. Note the westward phase tilt with height near 50◦ N.
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appearing inFigs. 3 and 4with season progressing betwe
panels. The discussion of the last section should serve a
introduction to the fundamentals of the more complex co
posite plots that follow.

We will address each zonal wavenumber in turn, up
zonal wavenumber 3. While this separate analysis for e
zonal mode is mathematically and often physically con
nient, it is awkward in cases of zonal modulation (sto
tracks) or frontal systems. In these cases, there is a rela
ship between the phase speeds and amplitudes of diff
zonal wavenumbers, creating the different, non-sinuso
behaviors. These phenomena will not be as obvious with
analysis approach, but we will return later to address c
where they occur.

4.1. Zonal wavenumber 1

Figure 5shows the amplitude and period of the loca
dominant waves as meridional cross sections for the
year of MGS mapping (fromLs 105◦–360◦–105◦). We will
discuss the most significantm = 1 traveling waves seen i
the first mapping year’s data, and also a few specific inter
where smaller amplitude, but still significantm = 1 traveling
n

-
t

waves are also evident. We will then use the second ye
data to assess interannual variability.

4.1.1. First year
Starting in the northern hemisphere, atLs = 105◦–135◦

(upper left ofFig. 5), there is an∼ 11 sol wave (the period
is poorly defined then) with a maximum amplitude of ab
1.2 K centered at about 80◦ N. By Ls ∼ 140◦ this wave has
shortened its period to about 6.5 sols. Its amplitude then
below 1 K byLs ∼ 165◦.

During northern fall equinox, there are two significa
waves, one near the top of our domain, centered about 50◦ N,
and the other in the lowest scale height of the atmospher
tween 60◦ and 80◦ N. The high altitude one has a very lon
period of more than 30 sols, and an amplitude that exc
2 K at 50◦ N and 3.5 scale heights altitude. Interesting
it appears to be echoed in the southern hemisphere
50◦ S) at this time, with the same period, and only sligh
smaller amplitude, suggesting aglobally coherent mode. B
Ls ∼ 225◦, this wave has broken away from its partner in
southern hemisphere, and abruptly sped up, becoming a
7-sol wave before it dies out at aboutLs ∼ 225◦ (see bottom
of Fig. 2). Meanwhile, the wave near the surface has a pe
of about 10 sols at equinox and a maximum amplitude of jus
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din

Fig. 5. Amplitude and period of them = 1 wave during the first MGS mapping year. Each panel is likeFig. 3, but for a different 30◦ Ls bin. Time advances
from left to right, then down in this plot. The equinoxes and solstices appear in the right column, with northern fall, winter, spring and summer reag
downward. Note the very large waves along the northern polar front in latefall-winter, and their relatively long periods. Note also the small amplitudes in the
south, occasionally with westward propagation during southern summer.
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over 2 K, but it is strengthening and also slightly speeding
with time. ByLs ∼ 195◦–225◦, its period is about 7 sols an
its maximum amplitude exceeds 3.5 K. Still it is confined
the lowest scale height of the atmosphere, and betwee
pole and about 30◦ N. After Ls ∼ 225◦, the faster wave nea
the surface also disappears.

At aboutLs ∼ 225◦, when the two northern hemisphe
waves mentioned above die out, another wave appear
quickly grows in strength. This one dominates the whole
gion of the polar vortex, from the surface to the top of o
domain, from 30◦ to 80◦ N. This wave, with a period vary
ing between 20–36 sols is the same wave discussed a
particularly inFigs. 2, 3, and 4. It is sharply concentrate
along the polar vortex, with the largest amplitudes abo
scale heights above 64◦ N, and amplitudes nearly as larg
at the top of our domain. It quickly grows to over 14 K
Ls ∼ 250◦, then gradually declines until aboutLs ∼ 273◦.
e

d

,

The behavior is complicated in this region with evidence
both the 20–36 sol wave and a 2.7 sol wave present a
1 scale height (seeFigs. 1b and 2). There is also clear ev
idence of a standing wave with a∼ 18 sol period from
Ls ∼ 225◦–240◦. This is likely related to the dust storm th
started at just this time(Smith et al., 2001a).

By aboutLs ∼ 260◦ however, a fast (7 sol) wave retur
near the surface and dominates from then on through
northern winter. FromLs ∼ 260◦ to Ls ∼ 273◦, only the bot-
tom scale height shows evidence of this faster wave, the
of the polar vortex region still being dominated by the sl
wave. Then, abruptly atLs ∼ 273◦, the bulk of the polar vor
tex region rapidly switches to being dominated by the fa
(7 sol) wave that first returned at the surface. This transi
was examined in some detail inWilson et al. (2002).

The faster (7 sol) wave evident afterLs ∼ 273◦ is domi-
nant and strong over much the same region as was the
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wave (i.e., the polar vortex). Its maximum grows from 4 K
above 7 K byLs ∼ 294◦, then it drops back down to 4 K an
below byLs ∼ 307◦. Eventually, byLs ∼ 310◦, this wave
is no longer dominant and severalm = 1 waves with var-
ious periods are found in the vicinity of the polar vorte
different ones dominating in different regions. Above ab
1 scale height, on the equatorward side of the polar vorte
slow wave with an 11-sol period is dominant. The maxim
amplitude of this dominant wave has dropped to 1–3 K,
is located slightly equatorward of where upper level m
ima were earlier during northern winter (i.e., 54◦ N versus
66◦ N). Slightly more poleward and below this slow wav
the faster wave (now about 6 sols) is still dominant. Clos
to the surface on the poleward edge of the polar front th
is a very fast wave, with a period of about 2.4 sols that
comes dominant afterLs ∼ 320◦ (seeFig. 6). This very fast
wave is likely related to a stronger (3 K versus 2 K)m = 2
wave in the same region with half the phase speed, crea
a frontal shape and zonal modulation or a storm track (e
Figs. 14b and 20). Both them = 2 and the fastm = 1 waves
near the surface slow down fromLs ∼ 330◦ to Ls ∼ 345◦,
eventually abruptly disappearing after reaching a period o
3 sols. They are almost immediately replaced by anm = 1
wave with a period of 7 sols and an amplitude of 4 K. A
latedm = 2 wave then has the same phase speed, cau
zonal modulation in the wave (e.g.,Fig. 20). Meanwhile, the
slower wave at altitude grows weaker and slower with a
riod near 13 sols in some regions, while in other region
westward wave is dominant, but the low amplitudes mak
difficult to be conclusive at this region and time. This wa
drops below 1 K amplitude by aboutLs ∼ 360◦.

The 7 sol wave nearest the surface speeds up to a
a 5 sol period atLs ∼ 5◦, then slows again to 14 sols b
Ls ∼ 30◦. After this, it steadily weakens, dropping belo
1 K by Ls ∼ 40◦ maintaining the long period of 14–18 so
A very weak (∼ 1 K) 7 sol wave is evident in the uppe
3 scale heights of our domain from 60◦ to 80◦ N between
aboutLs ∼ 20◦–45◦.

Finally, during northern summer solstice, a westw
traveling wave with amplitude just over 1 K and a peri
of roughly 28 sols is evident from 1 to 3 scale heights ab
80◦ N to the pole. This is the last of the northern traveli
wavem = 1 activity during the first year.

Turning now to the southern hemisphere, atLs ∼ 105◦–
135◦ the overall dominant zonal wave 1 is that located alo
the southern polar jet, namely between about 50◦ and 75◦ S.
In this region, the wave amplitude is between 1 and 2
(peaking at about 1.9 K) with a period of∼ 3.5 sols. This
wave persists until aboutLs ∼ 145◦, but is gradually re-
placed by a much slower wave with a period of about 30
that builds starting afterLs ∼ 135◦ to a maximum ampli-
tude of about 3 K (seeFig. 7). The slow wave is localized
higher (above 1.5 scale heights) and slightly equatorw
(to about 40◦ S) of the faster wave. There is also a h
of the slow wave being present throughout the tropics
and below about 2 scale heights altitude. The slow wave re
t

mains above 1 K and gradually slows, eventually becom
a westward propagating wave after aboutLs ∼ 190◦. From
Ls ∼ 140◦–185◦, the northern hemisphere also shows t
same period wave, in phase between the two hemisph
making it a global mode. AfterLs ∼ 185◦, the northern wave
speeds up, breaking from the southern wave. The sout
wave weakens to roughly 1 K and becomes a faster w
ward wave, attaining a period of 18 sols byLs ∼ 230◦. After
this, its center of activity shift slightly lower and polewa
to 2.5 scale heights above 66◦ S (seeFig. 8). The amplitude
in this region remains just above 1 K fromLs ∼ 255◦–300◦,
while the period shortens from 24 sols to a minimum o
sols westward (atLs ∼ 278◦). After this time the wave slow
again, falling below 1 K as it becomes nearly stationary.

Meanwhile, atLs ∼ 210◦, a high latitude southern hem
spherem = 1, 3-sol wave grows above 1 K amplitude. Th
wave is centered at about 80◦ S, above about 1 scale heig
altitude, and extends as far north as 70◦ S. By Ls ∼ 230◦,
this wave has again receded below 1 K amplitude.

There is an interesting connection between the growt
times of the westward waves and the presence of both s
ing waves and dust storms. AtLs = 225◦, there are both
westward and eastward propagating 20 sol waves evi
at 66◦ S (Fig. 8). The eastward wave diminishes quick
(20 sols), while the westward wave continues on. Strikin
similar behavior occurs simultaneously in the north at 64◦ N
(Figs. 1 and 2) (although there the eastward wave persis
This time also marks the occurrences of a large regio
dust storm in the southern hemisphere in the first map
year of TES. Specifically, one occurred atLs = 225◦ and
another atLs = 309◦ (Smith et al., 2001a); although only
the earlier one seems to have generated significant west
traveling waves. Another regional scale dust storm occu
atLs = 190◦ of that year, which coincides very well with the
first evidence of the westward traveling wave in our data

The next evident traveling wave in the southern he
sphere during the first TES mapping year occurs atLs ∼
345◦ with a very long period, roughly 50 sols. It eventua
reaches over 3 K atLs ∼ 0◦, then dies out sometime afte
Ls ∼ 10◦ (during a data dropout). This wave is strong
near the surface at 70◦ S, but also has a region above 1
above and equatorward (to 40◦ S) of a diagonal line run
ning from the surface at 45◦ S to 3 scale heights altitud
at the south pole. After the data dropout, the wave is ma
found at altitude, 2–4 scale heights above 30◦ to 60◦ S. Here,
the wave is just barely over 1 K fromLs ∼ 30◦–105◦, and
varies quickly in period from very long period westward
as fast as a 6-sol eastward wave.Presumably this eventuall
corresponds to the short period high latitude wave see
Ls = 105◦–135◦ of the first year discussed above. There
very notable difference between the strengths of them = 1
waves in the northern winter versus those in the south
winter. Whilem = 1 traveling waves definitely are found
each hemisphere’s winter, those in the south have amplit
always less than 2 K during this year, while those in the no
exceeded 12 K at times.
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then
(a)

(b)

Fig. 6. Hovmoller diagram and phase speed versus time form = 1 traveling waves fromLs ∼ 300◦–360◦ of the first MGS mapping year at 60◦ N and
6.1 mbar. There is complicated behavior here near the surface in northern winter and spring. Slower waves early on give way to very fast waves that
appear to smoothly slow down, ultimately to be replaced by a 7 sol wave. All the waves have amplitude of roughly 2–4 K.
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4.1.2. Second year
From the most broad overview, the second year is m

the same as the first (seeFig. 9). That is, the northern hem
sphere has strongm = 1 traveling waves in the vicinity o
the polar vortex from fall equinox to spring equinox. T
southern hemisphere has only very weakm = 1 traveling
waves, with some of them propagating westward around
planet during southern summer and fall. The periods of
northern waves vary from 2.5 sols out to 30 sols or lon
Again, there is a suggestion of faster waves dominating
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(a)

(b)

Fig. 7. Hovmoller diagram and phase speed versus time form = 1 waves fromLs ∼ 135◦–215◦ of the first MGS mapping year at 52◦ S and 3 scale height
altitude. The larger amplitude (1–2 K), slow (∼ 30 sol period) wave at the beginning of this interval slowly transitions from an eastward propagating w
a westward propagating wave afterLs ∼ 190◦ .
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the surface, with slower waves having greater strengt
altitude and extending their influence into the tropics.
general, the behavior of them = 1 traveling waves seem
quite similar between the first and second mapping yea
TES.
Looking more closely at the differences, the second y
has a significantly largerm = 1 wave during southern sprin
equinox (Ls ∼ 165◦–195◦), centered at about 50◦ S and
above about 1.5 scale heights altitude. It reaches a m
mum amplitude of about 5 K with a period of 24 sols
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(a)

(b)

Fig. 8. Hovmoller diagram and phase speed versus time plots form = 1 traveling waves fromLs ∼ 220◦–300◦ of the first MGS mapping year at 66◦ S and 2.5
scale heights altitude. Both weak eastward and stronger westward propagating waves are clearly evident in this sample, with amplitude just over 1 K around
Ls ∼ 230◦ andLs ∼ 255◦–300◦ , and a minimum periods of about 8 sols.
K).
rm
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t
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ime,
Ls ∼ 195◦ then falls off quickly in amplitude (Fig. 10).
The previous year, a much smaller southernm = 1 travel-
ing wave was seen at that time (i.e., about 1 K versus 5
It is of note that a significant planet-encircling dust sto
started at aboutLs ∼ 187◦ during the second year(Smith et
al., 2001b), just when this southern wave is reaching its m
imum of about 5 K.Smith et al. (2001b)note that the dus
storm front propagates east with a rough period of 15 s
similar to the waves we see, but a bit faster than our 24
There is even a suggestion of a standing wave at this t
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Fig. 9. Meridional cross sections ofm = 1 traveling wave amplitude and dominant period for the second MGS mapping year. This plot is of the same forma
Fig. 5. The behavior during the second year is very similar to the first, but with even stronger waves present in the north during late fall-winter. Some evidce
of stronger dust storm effects are also evident forLs ∼ 165◦–195◦ .
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with a westward 20 sol wave with amplitude 1 K evide
in the data further poleward (e.g.,∼ 68◦ S). At the same
time, in the north, a strongm = 1 traveling wave dominate
the region near the building polar vortex where there w
only a small one the previous year (2 K versus more t
6 K). The southern hemisphere wave shows significant
plitude first in the core (e.g., near 55◦ S), and then only afte
it speeds up again on the periphery. This explains the ap
ent two different periods onFig. 9 for Ls ∼ 165◦–195◦, the
faster northern region only experiences significant trave
waves when the wave is moving more quickly. However,
the following seasonal bin (Ls ∼ 195◦–225◦), thereare two
waves simultaneously occurring near the polar vortex.
one that dominates near 50◦ N is the slow wave from jus
before, with a period as long as 30 sols. Dominating the
gions poleward of about 55◦ N is a faster wave that begin
aroundLs ∼ 190◦ (roughly coincident with the onset of th
-

planet-encircling dust storm), and has a period of abo
sols. Near the surface, only the faster wave is evident.

The development of the dominantm = 1 traveling wave
in the northern polar vortex during late fall and winter s
stice of the second year differs somewhat from the pr
ous year (Fig. 11, compared toFigs. 1 and 2). By about
Ls ∼ 210◦, a 2 K wave has developed with a period of ab
5 sols. The wave amplitude quickly grows, and byLs ∼ 235◦
it has already exceeded 16 K. As its amplitude grows
period is lengthening steadily. ByLs ∼ 235◦ the period
has slowed to 9 sols. ByLs ∼ 250◦ the period has slowe
to 12 sols, and byLs ∼ 260◦ the amplitude has peake
at roughly 21 K. By aboutLs ∼ 270◦, the amplitude has
dropped to about 16 K, and the period has slowed to 20
After this time, the period gently slows to about 30 so
while the amplitude continues to drop. We call this secu
trend in the wave’s period a “chirp” adopting the parlan
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(a)

(b)

Fig. 10. Hovmoller diagram and phase speed versus time form = 1 traveling waves fromLs ∼ 165◦–225◦ of the second MGS mapping year for 50◦ S and
2.5 scale heights altitude. A relatively strong wave is evident atLs ∼ 190◦ when a dust storm is growing. The previous year showed a much weaker w
this time and location, suggesting the dust storm encouraged its growth and possibly vice versa.
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of electrical engineering (and ornithology). The significa
of this chirping is not clear, but it suggests that some tr
in the atmosphere is changing the nature of the waveg
in which the traveling waves propagate. The more dram
chirping of the dominantm = 1 traveling wave in the sec
ond year’s winter suggests that the large global dust s
that was then waning has some influence on the waveg
Finally, by aboutLs ∼ 290◦, this slow wave is dominate
.

by a different period (∼ 7 sol) m = 1 wave that may be
harmonic of the slower wave.

The only other notable difference between the first
second year’sm = 1 traveling waves occurs between 5◦
and 80◦ N in the lowest 3 scale heights fromLs ∼ 90◦–110◦.
Here, a 1–2 K westward 30-sol wave is evident. While a s
ilar one was found in the previous year much closer to
pole, this one is larger in amplitude and evident in a broa



Mars’ weather from MGS TES 381

d

(a)

(b)

Fig. 11. Hovmoller diagram and phase speed versus time form = 1 traveling waves fromLs ∼ 200◦–300◦ of the second MGS mapping year at 64◦ N and
3 scale heights altitude. This plot is analogous toFigs. 1 and 2for the first year. Note the larger amplitudes (> 20 K) and the secularly changing perio
(“chirping”) of the wave down to a period of about 30 sols. The wave remains coherent for over 80 sols. The dropouts atLs ∼ 230◦ andLs ∼ 250◦ introduce
more noise in the power spectra, but are short enough for our algorithm to interpolate across with confidence. This is the largest traveling wave observed in
our data set.
be-

ar’s hin
same
region. As it weakens, it’s period lengthens, eventually
coming a faint eastward wave after aboutLs ∼ 110◦. Aside
from these noted differences, the first and second ye
m = 1 traveling waves are very similar.
4.1.3. Relative phases
We now turn to the relative phases of them = 1 trav-

eling waves. We will only discuss relative phases wit
regions and seasonal bins that are dominated by the
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es are

Fig. 12. Amplitude and phase of them = 1 traveling waves during the first MGS mapping year. This plot is similar in structure toFigs. 5 and 9showing the
seasonal evolution of the waves, but each panel is equivalent toFig. 4, showing the relative phase of the wave over the region where it is dominant. Phas
referenced to the location with maximum amplitude, and values are only presented where the local dominant period matches that at the location of maximum.
In general, the northernm = 1 wave show a westward phase tilt with height.
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phase speed wave as the region with the maximum am
tude.Figure 12shows the relative phases of the domin
m = 1 traveling waves in the first MGS mapping year.
these plots, the light blue color is zero relative phase (r
tive to the location of maximum amplitude), and the ot
colors indicate the number of degrees of east longitude
the local maximum there is offset.

Starting atLs ∼ 135◦–165◦, the maximum amplitude i
about 3 scale heights above 55◦ S. To the north and sout
of this location, the phase of this slow eastward propa
ing wave apparently lags to the west. At lower altitudes
appears to lead from the east. The region in the nort
hemisphere highlighted in the plot is also coherent with
region of maximum amplitude in the south, both domina
by slow eastward waves of the same period. In the north
relative phase only differs from the location of maximum
less than 45◦. Again, it appears that lower altitudes are a
vanced eastward in phase, while upper altitudes away
the maximum amplitude lag to the west. Slightly later,
Ls ∼ 165◦–195◦, the slow wave is dominating the northe
hemisphere as well. Here, the maximum is in the north,
the phase behavior there is the reverse of that in the s
That is, the regions north and south of the maximum are
vanced to the east of the phase of the region of maxim
The southern wave, while essentially coherent with tha
the north at this time, computes to a slightly different
riod, and thus is not included on this plot.

Clear results are found throughout late northern fall
winter along the polar vortex. FromLs ∼ 195◦–345◦, the
behavior is consistent with relative phases nearly consta
the high amplitude region of the wave, and advancing e
ward with latitude at high altitudes south of the polar vort
There is also evidence of a westward phase tilt with he
for regions south of the amplitude maximum. However,
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phase tilt with height along the axis of the wave ma
mum changes twice during this time. At first, fromLs ∼
195◦–225◦, there is significant westward tilt with height
60◦ N, about 90◦ over 2 scale heights near 2.2 mbar. Fr
Ls ∼ 225◦–285◦, the phase tilt with height at 60◦ N is mini-
mal, if not slightly eastward. Finally, fromLs ∼ 285◦–345◦,
the phase tilt with height at 60◦ N is again large as it wa
earlier. Recall that westward phase tilts with height are
dicative of poleward heat transports by the wave, and so
heat transport by the waves at 60◦ N is modulated through
out this season.

Wilson et al. (2002)noted that the slow wave in north
ern winter of the first year apparently is coherent through
the tropics at higher altitudes. This is not evident inFig. 12,
as the tropics are dominated bya very slightly different pe-
riod wave. However, in the second year of data, where
northern slow wave behavior was similar, it is evident (
shown). FromLs ∼ 225◦–285◦ of the second year, the pha
advanced westward with height throughout the tropics w
a vertical wavelength of about 6.5 scale heights.

The exact mechanism that extends the influence of
traveling waves from the region of the polar vortex, wh
a low wave number Rossby wave duct exists (e.g.,Banfield
et al., 2003), down to the tropics is not yet clear. Specu
tions based on inertial instability have been put forward
Barnes et al. (1993) and Wilson et al. (2002). Wilson et al.
(2002)modeled the slow wave evident in the first year
data, finding good accord between their model results
the amplitude and phase structure observed in the first
However, the modeled wave period was 10 sols, while
first year’s data showed a 20 sol period. Fortunately, at a
Ls ∼ 240◦ of the second year, the observed slow wave ha
10 sol period, strengthening our confidence in the applica
ity of the Wilson et al. (2002)modeling. The axisymmetri
model results discussed inWilson et al. (2002)as an ana
logue for the slow waves, indicated a shorter wave period
stronger (dustier) thermal forcing. Perhaps the rapid cl
ing of dust following the major 2001 dust storm (Ls ∼ 187◦,
MGS mapping year 2) is then part of the explanation
the chirping of the wave period. These ideas and thos
Wilson et al. (2002)will be more fully explored in later
work. Here we only speculate that the slow waves may
a fused Rossby–Kelvin wave, propagating westward rela
to the eastward mean flow in the mid-latitudes (hence
Rossby wave) and eastward relative to the westward m
flow in the tropics (hence the Kelvin wave). A Kelvin wav
in the tropics is consistent with the finite vertical wavelen
indicated by the tropical phase structure in our data and
model results inWilson et al. (2002). This also accounts fo
the attenuated amplitudes between our results and tho
the modeling.

Of note in the second year are the nearly symme
m = 1 traveling waves seen in both hemispheres fromLs ∼
165◦–195◦ (e.g.,Figs. 9 and 10). These are mainly due t
the onset of the planet-encircling dust storm afterLs ∼ 187◦
and at times are both traveling with the same phase sp
.

f

.

In the region where these traveling waves have signific
amplitude, their phases are nearly constant (not shown).
only trend being a slight westward phase tilt with latitu
in the north. It is also of note that the waves in the t
hemispheres are nearly perfectly in phase with one ano
with each having maxima at about the same longitud
the same time in their cores. This suggests that this re
is a global mode with manifestations in both hemisphe
and may be another manifestation of the same phenom
causing the large northern winter slow waves. In this c
it appears symmetric betweenthe hemispheres because t
zonal winds there are both eastward and about equal
thus Rossby waves can propagate in both hemisphere
northern solstice, Rossby waves are forbidden for the so
ern midlatitudes with westward winds there, and hence
global mode is asymmetric then.

4.2. Zonal wavenumber 2

4.2.1. First year
Figure 13 shows the amplitude and period for zon

wavenumber 2 from the first mapping year of MGS. T
is analogous toFig. 5, but form = 2.

Starting in the northern hemisphere, at aboutLs ∼ 180◦
anm = 2 traveling wave greater than 1 K appears at 60◦ N
in the lowest half scale height of our sensitivity. The wa
spreads vertically, and byLs ∼ 200◦ it has reached the to
of our domain, still centered above 60◦ N. By this time the
amplitude near the surface exceeds 2 K, and the influence
the wave extends from 30◦ to 80◦ N near the surface. Th
wave initially has a period of about 4 sols, then speeds
after Ls ∼ 180◦, reaching∼ 3 sols byLs ∼ 200◦. At the
southern edge of the region with significantm = 2 trav-
eling wave amplitude (e.g., 30◦–55◦ N), a slower (6 sol)
wave appears at aboutLs ∼ 190◦. This slower wave dom
inates the region, but the 3 sol wave also is present t
and with nearly the same amplitude. This 3 sol wave take
over the behavior along the polar front, and dominates th
until aboutLs ∼ 222◦. At that time, the dominant perio
throughout the region with significantm = 2 traveling wave
amplitude quickly switches to just over 2 sols, then 2.5 s
and finally ends up at about 3.5 sols afterLs ∼ 240◦ (see
Fig. 14b). This 3.5 sol wave then dominates the core of
polar front until aboutLs ∼ 320◦, a span of about 130 sol
The northern and southern edges of the polar front also s
evidence for slower waves, with periods ranging from 6–
sols which sometimes dominate over the 3.4 sol wave,
these slower waves are of smaller amplitude and are mor
termittent, usually lasting 20 sols at a time. In particular,
slow m = 2 waves evident fromLs ∼ 225◦–255◦ are likely
related to the dust storm that started at this time(Smith et
al., 2001a, 2001b)which also created a standingm = 1 wave
noted above.

By northern winter solstice, them = 2 wave duct has
narrowed into a sharp zone tilting poleward with the po
front, centered on about 60◦ N. Them = 2 wave amplitudes
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t
Fig. 13. Amplitude and period of them = 2 waves for the first MGS mapping year. This figure is analogous toFigs. 5 and 9, but form = 2 instead. Note tha
the color bar now represents a different span of periods. Them = 2 waves are generally small (< 4 K), and concentrated closer to the surface. Likem = 1,
m = 2 traveling waves are more evident in the north.
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are about 2 K in the core of this region with the domin
period 3.5 sols. However, amplitude clearly exists at o
phase speeds as well afterLs ∼ 260◦ (seeFig. 14). Notably,
both ±104◦/sol at∼ 1 K at the surface at 50◦ N, indicat-
ing a standing wave with a period of 1.7 sols. This sa
location also shows amplitude just under 2 K at 78◦/sol or
2.3 sols period and about a 1 K wave with a period of ab
7 sols. 1.5 scale heights above 60◦ N also shows the 2.3 so
wave afterLs ∼ 260◦. The highest altitudes on the pol
front also show∼ 2 K amplitude with an∼ 8 sol period.
At Ls ∼ 320◦, the 2.3 sol wave becomes dominant throu
out the region wherem = 2 traveling waves have significa
amplitude. This lasts until aboutLs ∼ 338◦ when a 3 so
wave takes over. This one dominates until aboutLs ∼ 0◦.
After this time, the phase speed of the dominantm = 2 trav-
eling wave in the vicinity of the northern polar front appe
to decrease in a nearly steady fashion. ByLs ∼ 45◦, it has
slowed to a period of about 7 sols. The amplitudes have
been steadily dropping afterLs ∼ 335◦. They fall below 1 K
everywhere in the north atLs ∼ 45◦.

The south has its first signs of significantm = 2 trav-
eling waves in early southern winter atLs ∼ 60◦–65◦ (at
the end of the first year) at 58◦ S and 3 scale heights a
titude. Here, the wave just barely exceeds 1 K, and h
period of 2.5 sols. Stronger southern winterm = 2 waves
then start in afterLs ∼ 88◦, when a 1 K wave with a pe
riod of 3.6 sols appears in a narrow strip along the p
front. This persists until aboutLs ∼ 135◦ (jumping back to
the beginning of the first year) growing to over 2 K, wh
the behavior becomes more complex. A 2.5 sol wave do
nates the highest altitudes, above 3 scale heights near 5◦ S.
A 4 sol wave of less than 1 K dominates just below th
A standing wave with a period of about 1.7 sols domina
from 2 scale heights to the surface trending northwar
40◦ S. This appears on the period plot as a westward w
with a 1.7 sol period becausethe westward wave slightl
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Fig. 14. Hovmoller and phase speed versus time plot form = 2 traveling waves at 56◦ N and 6.1 mbar. The Hovmoller diagram only showsLs ∼ 260◦–280◦
of the first MGS mapping year for clarity, while the phase speed versus time plot showsLs ∼ 220◦–340◦. In this case, the Hovmoller diagram only show
the m = 2 component of the data. The behavior here is complex, with a dominant wave of about 2.5 K and 52◦/sol (3.5 sols). However, there are al
simultaneously waves present with phase speeds∼ 78,∼ 104, and−104◦/sol.
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dominated the eastward wave comprising the standing w
Finally, near the surface at 60◦ S, a 2.4 sol wave dominate
After this, them = 2 wave is only seen closer to the su
face in the south, below about 2 scale heights altitude
Ls ∼ 175◦, the southern hemispherem = 2 traveling wave
.amplitude is below 1 K in all but the lowest scale heig
above 60◦ S. Here a nearly stationary, slow westward wa
competes with moderate eastward waves, first with a 4
period, then with a 2.9 sol period, all of them dying out af
Ls ∼ 195◦.
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f
Fig. 15. Amplitude and period ofm = 2 traveling waves during the second MGS mapping year. This figure is analogous toFig. 13, but for the second year o
data. Interannual variability is relatively small, with some differences evident during the large second year dust storm, and in the core of the region with the
strongestm = 1 northern winter traveling waves.
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4.2.2. Second year
Much like them = 1 traveling waves, the second yea

behavior of them = 2 traveling waves are very similar to th
of the first year (seeFig. 15). The northern hemisphere h
strongm = 2 traveling waves in the vicinity of the polar fro
from fall equinox to spring equinox. Amplitudes peak at jus
over 2 K, and the regions with notable amplitude are c
fined slightly more nearthe surface than for them = 1 trav-
eling waves. Periods are again between about 2.3 sols
about 4.3 sols. Before and during the planet-encircling
storm (i.e.,Ls ∼ 140◦–195◦) a very long period (∼ 30 sols)
wave appears in the data above 1 K. There were hints
similar wave the previous year, but below 1 K. The south
hemisphere has weakerm = 2 traveling waves, peaking a
just over 1 K in only a very few places and times. The
too have periods near 3 sols. ForLs ∼ 195◦–225◦ of the
first year, it was noted that slowerm = 2 traveling waves
were dominant on the lower and southern edges of the
d

lar front than those dominant in the core of the polar fro
This trend is repeated in the second year, at the same tim
Note that this is somewhat the reverse of the behavior
with them = 1 traveling wave, where the secondary wa
at the bottom edges of the duct were usually faster wa
than those dominating the bulk of the polar front. There
several other instances of subtleties in them = 2 traveling
wave behavior that are similar in the first and second ye
In general, the behavior of them = 2 traveling waves seem
quite similar between the first and second mapping yea
TES.

Among the differences between the first and second y
for the m = 2 traveling waves in the MGS TES nadir da
are the fast westward propagating waves seen in the u
altitudes of the northern polar front just before and dur
northern winter solstice and in southern midlatitudes fr
Ls ∼ 165◦–225◦. For Ls ∼ 240◦–275◦ of the second yea
our analysis shows 2–5 K amplitude traveling waves m
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Fig. 16. Amplitude and relative phases of them = 2 traveling waves during the first MGS mapping year. This plot is the same asFig. 12, but form = 2 waves.
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ing with a phase speed of 165◦–170◦/sol westward in the
region 2 scale heights and higher above 70◦ N. At this time,
this is the dominantm = 2 wave in this region, which is
also simultaneously experiencing very largem = 1 travel-
ing waves (10–20 K). Thism = 2 traveling wave is moving
almost half as fast westward as the Sun (1.1 sol period),
could perhaps be an artifact of incomplete tide remova
an overtone of the strongm = 1 traveling wave. We do no
understand why it is not a multiple of the Sun’s speed if i
indeed a tidal artifact. Adding to the suspicion that it mig
be an aliased tide, most of the tropics are dominated
wave with this same period (but amplitudes only occas
ally exceeding 1 K, more often in the southern tropics)
Ls ∼ 175◦–220◦ of the second year. Recall that this peri
includes the beginning of a planet-encircling dust storm
might significantly enhance the strength of the tidal mod
However, the westward mode appears in the tropics be
the dust storm commences, yet reaches its maximum
plitudes in the first days of the dust storm. We are uns
-

whether this apparent traveling wave is a true free wa
or an aliased forced tide mode or an overtone of the str
m = 1 traveling wave.

4.2.3. Relative phases
We now turn to the relative phases of them = 2 traveling

waves. As before with them = 1 traveling waves, we wil
only be addressing the relative phases of those regions
for each seasonal bin, are locally dominated by the sam
phase speed wave as the region that has the maximum
plitude.Figure 16shows the relative phases of the domin
m = 2 traveling waves in the first MGS mapping year.
the north, when the amplitude is largest, and the polar f
is mainly dominated by a single phase speedm = 2 wave
(i.e., Ls ∼ 315◦–15◦), the relative phases generally sho
a westward tilt with height of less than or about 60◦ lon-
gitude over 3.5 scale heights on the poleward side of
polar front. Eastward phase shifts with height are appa
on the southern edge of the polar front in early north
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In

Fig. 17. Amplitude and period of them = 3 traveling waves for the first MGS mapping year. This figure is analogous toFigs. 5 and 13, but for m = 3. The
m = 3 waves are more strongly trapped near the surface than eitherm = 1 or m = 2. Amplitudes are comparable to them = 2 waves, less than about 4 K.
both hemispheres,m = 3 waves appear to be favored in fall and late winter rather than mid-winter.
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spring (i.e.,Ls ∼ 315◦–345◦). This causes this time to sho
a strong westward phase tilt with latitude, suggesting
possibility of significant meridional momentum transfers
the region above 2 scale heights. The southern hemisp
shows nearly the same as the north, including the amo
of the phase shifts and their spatial distribution, although
smaller amplitudes make it less conclusive. The second
(not shown) is very similar to the first, suggesting that in
annual variability on the eddy fluxes due tom = 2 traveling
waves are small.

4.3. Zonal wavenumber 3

4.3.1. First year
Figure 17 shows the amplitude and period for zon

wavenumber 3 from the first mapping year of MGS. Thi
analogous toFigs. 5 and 13, but form = 3. Most evident for
them = 3 traveling waves is their significantly limited ver
e

r

cal extent compared to them = 1 or m = 2 traveling waves
Maximum amplitudes are confined to the lowest scale he
throughout the year, and amplitudes are less than 5 K ev
where. More typically maxima are about 2 K.

A 2 K m = 3 wave is first evident in the northern fa
for Ls ∼ 195◦–225◦. Amplitude greater than 1 K runs from
35◦ to 75◦ N in the bottom scale height, greater than 2
from 50◦ to 60◦ N in the bottom half scale height. This wa
initially (Ls ∼ 190◦) has a period of about 2.8 sols, then af
Ls ∼ 215◦, it speeds up to 2.2 sols and grows in amplitu
abruptly to about 5 K for a period of about 16 sols fromLs ∼
220◦–230◦ throughout which it retains phase coherence.
Ls ∼ 240◦, this wave has disappeared below 1 K.

At aboutLs ∼ 270◦ am = 3 traveling wave with a perio
of about 2.3 sols appears at the surface at 60◦ N. This wave
remains remarkably steady in period, staying at 2.3 sols
til aboutLs ∼ 355◦, a span of about 140 sols, although
wave does not maintain phase coherence over this time.
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ical phase coherence intervals range from 10–40 sols for
wave. The amplitude slowly grows to 2 K byLs ∼ 300◦,
then 4 K byLs ∼ 315◦. The amplitude then starts to declin
afterLs ∼ 338◦, more quickly than it grew. At its peak, am
plitude is over 1 K in the bottom half scale height from 3◦
to 75◦ N, and up as high as 1.5 scale heights above 65◦ N. In-
terestingly, there is a separated region with amplitude gre
than 1 K and the same period above 2 scale heights
55◦ N in a band about 10◦ of latitude wide. This separate
region of significant amplitude lasts from aboutLs ∼ 300◦–
335◦. After Ls ∼ 355◦, them = 3 wave at the surface ne
60◦ N slows to a period of about 3.4 sols with an amp
tude of less than 2 K. This lasts only untilLs ∼ 20◦ when
it speeds up to about 2.7 sols. Finally, afterLs ∼ 30◦, the
northernm = 3 traveling wave amplitude drops below 1
until the next fall. However, there is a suggestion that w
m = 3 waves persist in this region with ever slowing p
riod until they are truly lost in the noise at aboutLs ∼ 65◦.
Similarly, in the following year,m = 3 traveling waves are
suggested in this region above the noise but below 1 K s
ing atLs ∼ 140◦ with a very long period (∼ 20 sols) slowly
speeding up.

The southern hemisphere first showsm = 3 traveling
waves that are clearly distinct from noise in southern f
For Ls ∼ 18◦–48◦, a m = 3 traveling wave is seen in th
bottom scale height above 35◦ to 60◦ S with a period
of about 4.5 sols, and an amplitude of nearly 2 K. Fr
Ls ∼ 48◦–65◦, the period shortens to 2.5 sols, after wh
the amplitude drops below 1 K, but there is a suggestion
wave continues with this period above the noise until ab
Ls ∼ 90◦. After Ls ∼ 90◦, the wave again grows above 1
but now with a period of about 3.4 sols. Jumping back to
beginning of the MGS TES mapping year 1, starting at ab
Ls ∼ 120◦ we find anm = 3 traveling wave in the same re
gion, with nearly the same period and amplitude. This w
has amplitude greater than 1 K between 30◦ and 65◦ S, and
extending to the top of our domain in a very narrow ch
nel above 60◦ S. It continues until aboutLs ∼ 145◦, when it
changes to a 2.5 sol period. AtLs ∼ 150◦, a secondm = 3
wave is also evident in this region, this one also above 1
and with a period of about 3.4 sols. These two waves e
together untilLs ∼ 170◦ when the slower wave takes ove
growing to 3 K, and slowly speeding up. ByLs ∼ 185◦, it
has a period of 2.8 sols, but is starting to weaken in am
tude, and slow again in period. ByLs ∼ 200◦, the m = 3
traveling waves have disappeared in the south until the
lowing southern fall.

It is worth noting here thatHinson and Wilson (2002
have reported traveling waves in the martian southern h
sphere for this same period of time. They foundm = 3
waves, with a period of about 2 sols and amplitude less
7 K. Their data pertained to 67◦–70◦ S, 3 mbar andLs =
134◦–148◦ of the first mapping year.Figure 18shows a Hov-
moller diagram of our data for this same period of time, w
wavesm = 1–4 composited together. Combining the fi
four waves reproduces a more realistic representation o
r

true structure of the waves. The higher zonal wavenum
contribute modestly to the overall structure. Note that
data, with less than 12 longitudes covered per half sol,
not reliably resolve zonal wavenumbers greater thanm = 4.
The data inFig. 18is centered on 68◦ S (with a 4◦ wide bin),
and 0.5 scale heights above 6.1 mbar (3.7 mbar). Evide
our data is a short wavelength wave (m ∼ 2−4), most promi-
nent forLs ∼ 144◦–147◦. The amplitudes of modes 1–4 a
all similar (∼1–2 K each) throughout this period. The wav
period is about 2.4 sols, consistent with the 2 sols repo
by Hinson and Wilson (2002)considering the limitations o
their data set. The storm track behavior that they note is
evident in our data, with the amplitude mainly appearing
tween about 180◦–360◦ E, similar to their observations. Ou
measured amplitudes are consistent with those ofHinson
and Wilson (2002). They report amplitudes of up to 7 K
while we see an average amplitude of about 4 K, with pe
reaching as high as±10 K particularly in the storm track
We return to this below, presenting the storm tracks.

4.3.2. Second year
The m = 3 traveling wave behavior during the seco

year of MGS mapping (not shown) is notably similar
that of the first. The spatial distributions, amplitudes a
wave periods seen during southern hemisphere spring al
perfectly echo those of the previous year, including the oc
sional period changes. The northern fall and early winter
smallerm = 3 traveling wave amplitudes than the preced
year. The northern waves do not exceed 1 K near the su
until Ls ∼ 290◦, after which they are again very similar
the preceding year in the north.

4.4. Relative phases

We do not address the relative phases of them = 3 travel-
ing waves, as their amplitude are typically only significan
our analysis in our lowest levels. In the few locations wh
we can solve for the meridional structure of the relat
phases of them = 3 traveling waves, the phase differenc
are small where the amplitudes are significant.

5. Storm tracks and fronts

Storm tracks, regions of enhanced variability in the tr
sient temperature perturbations, were first discussed
Mars in Hollingsworth and Barnes (1996). Their model
simulations suggested that martian topography controls
storm tracks in Mars during northern winter. In our wo
we noted the storm track behavior in the southern w
ter/spring (seeFig. 18) while comparing to the results o
Hinson and Wilson (2002). This shows up in our result
as them = 1,2, and 3 waves all having the same peri
in this case about 2.4 sols. Again, it shows up in our d
for Ls ∼ 140◦–160◦ of the second mapping year in the bo
tom scale height above 50◦ S (not shown). Here, the period



390 D. Banfield et al. / Icarus 170 (2004) 365–403

zonal
ith
Fig. 18. Hovmoller diagram of zonal modes 1–4 forLs ∼ 134◦–148◦ from 68◦ S and one half scale height altitude (3.7 mbar). Rather than just one
mode, this plot includes the contributions fromm = 1–4. A clear storm track behavior is evident, centered at about 260◦ E. This is also contemporaneous w
the data presented inHinson and Wilson (2002), and shows behavior similar to what they found, although with reduced amplitudes.
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are slower, about 5.2 sols, and the region of accentu
wave amplitudes is centered at about 300◦ E. In this case
them = 3 component is dominant over the other modes
about a factor of 2.

More generally,Fig. 19shows the southern hemispher
storm tracks during the first MGS mapping year as a fu
tion of latitude and longitude for each 30◦ of Ls . We have
plotted the standard deviation of the time varying temp
ture perturbations half a scale height above 6.1 mbar
3.7 mbar). The amplitude of the traveling waves is enhan
in regions where this quantity is large, and in that way
can be used to define the storm tracks. The region and
that were highlighted inHinson and Wilson (2002)exhibit a
notably strong storm track in this representation as well (
Ls ∼ 135◦–165◦, 60◦ S, 190◦−320◦ E). This region’s storm
track actually appears to persist in our data fromLs ∼ 15◦
through toLs ∼ 195◦, with nearly the same behavior in th
second year (not shown). The origin of this storm track is
clear as the region is not sharply defined by topograph
thermal inertia features, however it does lie generally so
of the Tharsis ridge and over Argyre. There is also a reg
of enhanced variability of transient temperatures in the s
between about 70◦ S and the pole, particularly near 60◦ E
from Ls ∼ 345◦–15◦. This is roughly over the Chasma Au
trale and due south of Hellas, but the origin of this sto
track is also unclear.
This phenomenon is also observed in our data in
northern traveling waves.Figure 20shows northern hem
sphere storm tracks during the second MGS mapping y
The most prominent storm track behavior occurs aro
northern winter (Ls ∼ 195◦–15◦) and along the edge of th
polar vortex near the surface (i.e.,∼ 50◦–70◦ N). The exact
structure of the storm tracks varies with season, and
exhibits interannual variability (not shown). However, t
most persistent region of enhanced variability in our dat
6.1 mbar is near 280◦ E, particularly fromLs ∼ 285◦–15◦.
This storm track may arise from its association with A
Patera, with enhanced transient wave amplitude polew
and in the lee (eastward) of the northern reaches of A
Patera (which, with Tharsis,appear as the white colum
of pixels near 260◦ E in Fig. 20). From Ls ∼ 315◦–15◦
of the second year, there was another clear region of
hanced transient wave amplitude between 0◦ and 100◦ E.
Similarly, this region may be associated with Arabia Te
These boundaries for the storm tracks roughly coincide
those identified from modeling byHollingsworth and Barne
(1996). It is also somewhat difficult to compare with the r
sults of Hollingsworth and Barnes (1996)as they presen
1/2(u′2 + v′2) andv′T ′, but not the directly measurableT ′.
While they identified 3 distinct storm zones in northern w
ter, all lying in the low altitude regions near 50◦ N, we
only identify 2 regions, more associated with north fac
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these
Fig. 19. Southern hemispherelatitude–longitude maps of the standard deviation of the transient temperature perturbations as a function of season for one half
scale height above 6.1 mbar (3.7 mbar) during the first MGS mapping year. The overall structure of this figure is like that ofFig. 5. Dark represents high
standard deviation (in units of K), and contours are shown at 4, 6, and 8 K. The storm tracks are identified by the regions of enhanced variability onplots.
A persistent storm track exists around southern winter between 45◦ and 65◦ S and 210◦ and 300◦ E.
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slopes than absolute altitudes. It is possible that our w
ern hemisphere region (centered on 300◦ E) may simply
be an undifferentiated conglomeration of their two west
hemisphere storm tracks. With this level of agreemen
seemsHollingsworth and Barnes (1996)were probably cor-
rect in identifying the meridional topographic slopes relat
to isentropic slopes(Blumsack and Gierasch, 1972)as the
modulator of baroclinic instability,

Another phenomenon can occur when the waves all h
the same phase speed. For example, in the northern w
(Ls ∼ 275◦–290◦) of the first mapping year, at the surface
55◦ N, them = 1,2, and 3 traveling waves all have a dom
inant phase speed of about 52◦/sol. In this case, the perio
of them = 1 wave is 6.9 sols, the period of them = 2 wave
is 3.4 sols, and the period of them = 3 wave is 2.3 sols (se
Fig. 21). This scenario does not limit the expression of
wave to certain longitudes, but rather modifies the shap
r

the wave structure from a simple sinusoid. In this exam
the result is a sharpening of the zonal gradients relativ
the envelope of the perturbations, i.e., fronts (e.g.,Tillman
et al., 1979).

6. Composited structures

While all of the information needed to describe the s
tial distribution of the traveling waves is contained in t
amplitude-phase plots (e.g.,Figs. 4, 12, and 16), it is helpful
to see them rendered as well. Compositing the waves m
clearly indicates the spatial structures formed by the wa
and their peak amplitudes. We did this for the Hovmo
diagrams showing the storm tracks and frontal sharpe
(e.g.,Figs. 18 and 21), but these are limited to one latitud
and altitude. We have produced two figures showing sp
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nd

Fig. 20. Northern hemispherelatitude–longitude maps of the standard deviation of the transient temperature perturbations as a function of season at 6.1 mbar
(one half scale height deeper than inFig. 19) during the second MGS mapping year. This is analogous toFig. 19. Note the persistent storm track arou
northern winter near 60◦ N and 280◦ E.
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cross sections of the traveling waves in the northern he
sphere forLs ∼ 262◦ of the second mapping year, the tim
of the strongestm = 1 (14-sol) wave observed so far. As
the Hovmoller diagrams ofFigs. 18 and 21, we again com-
posited the zonal harmonics up tom = 4. Harmonics highe
than this are not reliably resolved in our data.

Figure 22shows the longitude–latitude cross section
the waves at three different altitudes (0.5, 1.5, and 3.0 s
heights above 6.1 mbar) and three different times (sepa
by 2◦ of Ls , or about 3 sols at this season). Only the no
ern hemisphere is shown, as that is where significant w
activity is located at this time. The eastward propagatio
the wave, centered at about 64◦ N is clearly evident in the
figure (about 150◦ over 6 sols, consistent with the∼ 14 sol
period evident inFig. 9), as well as its growing strength wit
altitude. The horizontal structure of the wave changes
nificantly as time progresses, making this form of disp
of the wave (effectively instantaneous views) poorly su
to studying the mean properties of the wave. Neverthe
some westward tilt of the wave with latitude can be see
this figure, particularly between about 40◦ and 64◦ N in the
1.5 H (middle) row (middle timestep). There is also a s
gestion of eastward tilt with latitude for 50◦ to 70◦ N for
the highest row. Finally, a nearly 180◦ phase shift betwee
50◦ and 70◦ N is evident in the lowest row (first timestep
These observations are completely consistent with the
ative phase structure inferred through our analysis of
zonal wavenumber 1 portion of this data (e.g.,Fig. 12 for
the equivalent time in year 1, with little interannual diffe
ences in phase structure).

Figure 23shows the same interval, but cross section
longitude-height for three different latitudes (56◦, 64◦, and
72◦ N) and the same three times asFig. 22. Again, the spa
tial structure of the wave is seen to vary considerably fr
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ing
Fig. 21. Hovmoller diagram for zonal modes 1–4 fromLs ∼ 275◦–290◦ of the first MGS mapping year at 55◦ N and 6.1 mbar. In this case, we see a sharpen
of zonal gradients into what might represent afrontal system propagating around the planet.
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one time to the next. Nevertheless, the westward phas
with height is evident in the figure, particularly at lower a
titudes for the northern (top and middle) rows. Here,
analysis (Fig. 12 is a very similar proxy from the previou
year) suggests a phase shift of 150◦ or more in the bottom
scale height at 72◦ N, completely consistent with that show
in the snapshots inFig. 23. Similarly, a phase shift of 140◦
in the bottom half scale height is indicated in both figu
for 64◦ N. A slight westward phase tilt more gradual wi
height of about 45◦ is suggested by both figures for 56◦ N.

7. Meridional transports

The westward phase tilts of the waves with altitude a
latitude imply meridional transport of heat and negat
zonal momentum (respectively) by the wave. These are
portant components of the heat and momentum balanc
the polar regions during winter, combined with the tra
ports due to stationary waves, the meridional circulation
the condensation flow. There is indication that the stat
ary wave heat transport is significantly different between th
hemispheres (e.g.,Banfield et al., 2003; Barnes et al., 1996;
Hollingsworth and Barnes, 1996). With our results we can
f

examine the symmetry and magnitude of the heat and
mentum fluxes due to the traveling waves.

It is important to note that our calculations of the h
and momentum transports are limited by our poor abi
to resolve wave amplitudes and their phase variations in
bottom scale height. The winds at altitude are based on
grations of the conditions below, making it possible that
results could be skewed because of our inability to res
fully the bottom of the atmosphere. Additionally, we a
forced to make an assumption for the surface winds, wh
are unconstrained from the temperature profiles. We ass
zero winds near the surface, anassumption which is clearl
not always correct, but which should have negligible infl
ence at higher altitudes. We have used gradient-wind bal
to compute the zonal mean zonal wind, as the Rossby n
ber is near or exceeds 1 in the strong jets. We have also
a new approach to solve for the zonal and meridional
turbation winds which is consistent with the assumpti
used in the gradient wind approximation for the zonal m
zonal wind. This approach is detailed in the appendix.
fortunately, this approach is not able to return a balan
solution for the winds in certain locations, further erodi
our capability to estimate the wave transports. This prob
becomes more serious for the higher wavenumbers, s
limit our traveling wave transport discussion tom = 1. Sim-
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Fig. 22. Latitude–longitude maps of the traveling wave temperature anomalies constructed from zonal modes 1–4 forLs ∼ 260◦–264◦ of the second MGS
mapping year. Each panel in this figure is a map of the perturbation temperatures at a given altitude and time as a function of latitude and longitude
longitudes are shown, but only in the northern hemisphere. Altitudes decrease reading down columns in this plot, from 3 scale heights altitude to 1.5cale
heights, to 0.5 scale heights altitude at the bottom. Time increases to the right in this figure, fromLs ∼ 260◦–262◦–264◦ , or about 3 sols between ea
column. The temperature perturbations are indicated by the gray scale (bright=hot) and the contours (with contours at 5 K intervals except 0). Note
eastward propagation of the wave with time, and its greater amplitude with height.
orts
se
tice
are
the
ave

there
well
ams

,
onal
flux.
sen

m
ex-

ould
f-
alm

tion
for
our
ber

t the
and
e jet
qua-
pler (geostrophic) estimates of the winds and their transp
suggest that them = 1 transports usually dominate tho
of the higher wavenumbers, especially near winter sols
when them = 1 components are large and the transports
large as well. Because of this, we believe that reporting
m = 1 results still captures the essence of the traveling w
transports, at least at higher altitudes. Nevertheless,
are regions on our plots where the solutions are not
founded. These regions are clearly marked on the diagr
and their effect considered in our conclusions.

The meridional heat flux is given byρCpv′T ′, and the
meridional momentum flux is given byρu′v′. Respectively
these two terms then make up the vertical and meridi
components of the quasi-geostrophic Eliassen–Palm
We have chosen to present the divergence of the Elias
,

–

Palm flux, as that is the net effect of the heat and momentu
fluxes that contribute to accelerating the zonal flow. Just
amining either the heat or momentum transport alone c
overlook a partial cancellation between them in their net e
fect on the zonal flow. For a discussion of the Eliassen–P
(or EP) flux, see, e.g.,Andrews et al. (1987). While we have
done a careful job with the zonal mean and perturba
winds in light of the large Rossby number, our forms
the EP flux are still quasi-geostrophic. Because of this,
fluxes may be in error in regions where the Rossby num
is large.

In our results, there are three different influences tha
m = 1 traveling waves have on the zonal jets: a decaying
broadening of the core, a tendency to move the core of th
poleward, and a tendency to move the core of the jet e
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Fig. 23. Longitude–altitude cross sections of the traveling wave temperature perturbations fromLs = 260◦–264◦ of the second MGS mapping year. Th
figure is analogous toFig. 22, but shows vertical cross sections with longitude rather than map views of the perturbations. Time still increases to t
but latitude decreases reading down a column. The top column is at 72◦ N, the middle at 64◦ N and the bottom at 56◦ N, spanning the main region of stron
traveling waves. Again, note the eastward propagation of the waves and their increasing strength with altitude.
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torward. In the 9 of our 24 seasonal bins where them = 1
waves imparted a significant acceleration on the north
hemisphere zonal jet, we see the waves decaying and b
ening the jet in 4 of them, shifting it equatorward in 3
them and shifting it poleward in 2 of them. The effects
strongest centered on the northern winters, when the w
are strongest there, but beyond that no systematic sea
change from one behavior to another is evident. Typical
celerations for the 3 different behaviors were between−32
and 20 m/(s sol). In the southern hemisphere, significant
fects from them = 1 traveling waves were only seen in 2
our seasonal bins, both during the first MGS mapping y
In both cases, them = 1 traveling waves appeared to mo
the southern hemisphere zonal jet equatorward, with typ
accelerations between about−4 and 5 m/(s sol). This be-
havior was observed fromLs ∼ 45◦–105◦ of the first MGS
mapping year.
-

l

The EP flux divergence is indicative of the net effe
of the meridional heatand momentum fluxes, but it is o
note that all of our results with significant eddy accele
tions are dominated by the meridional momentum flux. T
is, the component of the EP flux divergence that is du
the meridional momentum flux is notably larger than t
due to the meridional heat flux where we can discern th
This suggests that while the (m = 1) eddies themselves a
drawing energy both from the meridional shear of the zo
wind and the meridional temperature gradient (i.e., they
mixed barotropic/baroclinic), they are mainly powered vi
the barotropic conversion of zonal mean kinetic energy
eddy kinetic energy. This differs somewhat from the mo
results presented inBarnes et al. (1993). They noted the
mixed character of their modeled waves, but found the e
momentum fluxes only 50% as large as the eddy heat flu
and thus a dominance by baroclinic processes. The exp
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Fig. 24.m = 1 traveling eddy accelerations to the mean flow forLs ∼ 225◦–255◦ of the first mapping year. Regions withhatching on the thin solid contour
are regions in which the perturbation winds (and derived quantities) could not be derived. The lowerright panel is the divergence of the EP flux, whi
represents an acceleration to the zonal mean zonal wind from them = 1 traveling eddies. Comparing this with theupper left panel, the zonal mean zonal win
suggests that the jet is being moved equatorward by the traveling eddies. The upper right shows the divergence of meridional eddy heat flux, while the lwer
right shows the divergence of the meridional eddy momentum flux. Both of these contribute to the divergence of the EP flux, but clearly the momentum
dominates.
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tion of this may lie in our insensitivity to structure in the bo
tom scale height. As noted above, the majority of the me
ional heat flux in their modeling was observed in the bott
scale height, the traditional source of baroclinic instabi
near the surface. Because we do not resolve that region
results may be skewed against the baroclinic energy con
sions that may be occurring in Mars’ atmosphere.

The lower right panel ofFig. 24shows the divergence o
the EP flux form = 1 waves forLs ∼ 225◦–255◦ of the first
MGS mapping year. This is an example where the net e
of the traveling waves was to try to move the jet core eq
torward. This can be seen by comparing with the zonal m
zonal wind in the upper left panel. There is accelera
evident on the equator-ward flank of the jet core, and de
eration evident in and on the poleward flank of the jet c
Hence, the effect of the traveling waves at this time wa
move the jet equatorward and slightly decrease its stren
This behavior differs from that noted byHaberle et al. (1993
in their GCM modeling of northern winter, where they fou
the waves effectively pushing the jet poleward. While
spatial distributions of accelerations differed in their wo
the amplitudes are roughly similar (see their Fig. 35b). A
shown inFig. 24, in the upper right panel is the divergence
the meridional eddy heat flux from them = 1 traveling wave.
r
-

.

Finally, in the lower left, we have plotted the acceleratio
due to just the meridional momentum flux from them = 1
wave, i.e., the divergence of thev′u′ correlations. Compar
ing this with the total EP flux divergence, it is clear that t
is the dominant term in the total eddy accelerations at th
time.

Figure 25is very similar toFig. 24, except that it is for
the second MGS mapping year, forLs ∼ 255◦–285◦. This
is another example of the waves shifting the polar jet eq
torward and significantly damping it. The eddy accelerati
are strongly negative (30 m/(s sol)) right at the core of th
zonal jet. These are the largest traveling wave eddy acc
ations seen in our data, coincident with the largestm = 1
traveling waves. This should cause the jet to quickly
crease in peak intensity and move south. These large a
erations due to the waves are apparently balanced by an
opposing torque (perhaps the mean meridional circulatio
mountain torques), as the jet does not change as quick
these would indicate. The lower left panel ofFig. 25demon-
strates that again, it is the eddy momentum flux diverge
that dominate the total eddy accelerations at this time. Fi
nally, the upper right panel shows the correlations betw
v′ andu′. The divergence of this field is the lower left pan
We have chosen to plotv′u′ directly to highlight the merid
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flux
Fig. 25.m = 1 traveling eddy accelerations to the mean flow forLs ∼ 255◦–285◦ of the second mapping year. This figure is analogous toFig. 24, but for the
second mapping year and slightly later, in the middle of winter. In this case, the eddies are again acting to move the jet equatorward, and weaken it, with strong
decelerations of order 30 m/(s sol) at the peak of the jet. Again, the meridional eddy momentum flux divergence dominates over the meridional eddy heat
divergences. This time, the upper right figure is the meridional momentum fluxes rather than the heat flux divergences to highlight their significant values all
the way down to tropical latitudes.
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ional momentum flux that is still significant even at tropic
latitudes. This is consistent with the modest amplitudes
them = 1 traveling wave we saw at this time (and also
previous year) extending to the tropics at higher altitud
As discussed inBarnes et al. (1993) and Wilson et al. (200,
this is likely a connection between the eddies centered on
polar front and inertial instabilities in the northern tropics

We can also compare the EP flux divergences (zonal m
zonal wind accelerations) with those induced by the stat
ary waves reported inBanfield et al. (2003). In that work,
only heat fluxes were reported, but the same EP flux calc
tions can be carried out on the stationary wave fields as
been done here. Again, the cleanest results are only fors = 1
(where we uses for the stationary waves’ zonal wave num
ber), but simpler (geostrophic) estimates suggest thats = 1
and s = 2 effects are comparable and that both domin
s = 3. It turns out that for the stationary waves, most of
significant accelerations occur in the southern hemispher
where the weaker jet produces less problems for our pe
bation wind solver. Thus, while thes = 2 accelerations in
the north are poorly defined in our analysis, the bulk of
accelerations (those in the south) are still fairly well de
mined with our analysis. So as with the traveling waves,
analysis captures the essence of the EP flux divergence
to the stationary waves.

The total accelerations given by thes = 1 and s = 2
waves (not shown) are typically of order 15 m/(s sol), with
a maximum of about 40 m/(s sol) during the second ma
ping year southern winter (Ls ∼ 45◦–135◦). The stationary
waves tended to tighten and strengthen the south pola
during southern winter. In early southern winter, their eff
was to align the jet more vertically, that is, strengthen
the jet in its core at lower altitudes, and moving it equa
ward at higher altitudes effectively tending to remove
poleward tilt with height of the jet. In late southern fall a
early southern spring, the stationary waves tended to m
the jet equatorward. As with the traveling waves, the me
ional momentum fluxes dominate the overall EP flux div
gences for the stationary waves, although meridional
fluxes in the southern stationary waves are significant,
ducing heating rates as high as∼ 8 K/sol during southern
winter. These significant heatfluxes are in agreement wit
the observations ofBanfield et al. (2003)and the modeling
in Barnes et al. (1996) and Hollingsworth and Barnes (19.
In summary, the typical accelerations imparted on the north
ern polar jet due to the stationary eddies are much sm
than those due to the traveling eddies. In the south, the
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uation is the opposite, where the stationary waves domi
the zonal jet accelerations, and the traveling wave effect
much smaller.

8. Instabilities

In this section we will present some simple criteria
rived from the data that have a bearing on identifying wh
and when the instabilities that generate the observed tr
ing waves likely are found. For a more complete discuss
seeBarnes et al. (1993), and also Wilson et al. (2004, i
preparation).

Barnes et al. (1993)noted that in their models, the tra
eling waves had amplitude extending all the way into
tropics (and perhaps midlatitudes) of the summer (south
hemisphere. This is consistent with our results for late no
ern fall and early northern winter, when them = 1 wave
is seen to extend slightly into the southern tropics at
tudes above about 2.5 scale heights. Barnes et al. sugg
that this was a form of inertial instability that was perha
forced by the midlatitude Rossby waves. They present
plot showing an indicator of inertial instability (basica
f × PV), which was negative at high altitudes just north
the equator, indicating instability there. Their modeled te
perature perturbations in the tropics were larger than w
we observed, but it is likely that we are seeing an atte
ated version of the real waves at these altitudes.Wilson et al.
(2002)noted the tropical extension of them = 1 wave in the
first year of MGS TES data, and also discussed it in the c
text of inertial instability. They argued that it was differe
-

d

than the phenomenon identifiedin Barnes et al. because W
son et al.’s modeling did not show the fine vertical layer
in the eddy meridional wind that Barnes et al. did. Barne
al.’s results were also all dominated by what we would
a fastm = 1 wave (∼ 6 sol period), while the waves that e
tend into the tropics are most definitely slower (∼ 10–30 sol
period).

In our data, at those times when wave amplitude brid
from tropics to midlatitudes, the mean structure above
tropics does not usually appear to be unstable to inertia
stability. Figure 26shows the quantityf × PV (where PV
is Ertel’s PV, calculated via the angle between constanΘ

and angular momentum surfaces as in(Allison et al., 1994),
equivalent to(ζ ·∇Θ)/ρ (e.g.,Gill, 1982) whereζ is the ab-
solute vorticity,Θ is the potential temperature, andρ is the
density) forLs ∼ 255◦–285◦ of the second MGS mappin
year. There is a region where inertial instability is clea
permitted (the plotted quantity goes negative), but it
above 3 scale heights over 50◦–60◦ N. This time interval is
representative of the map of this quantity in northern win
In the tropics, this quantity is typically positive, suggest
inertial instability is not generally possible there. Howeve
notable exception isLs ∼ 255◦–285◦ of the first year where
do we see inertial instability possible at altitude in the sou
ern tropics.

While in general we do not directly see the inertial ins
bility criterion met in the tropics during northern late fa
winter, it is worth noting that the value is near zero in t
region. Presumably this suggests that it would not req
much of an external forcing to yield behavior similar to a t
inertial instability. Additionally, our PV fields are based on
Fig. 26. Inertial instability map forLs ∼ 255◦–285◦ of the second mapping year. Contours and the grayscale represent the quantityf × PV, which when
it goes negative suggests that inertial instability is possible. Contours are at 0, 1, 10, and 100, with the 0 contour highlighted. This quantity goes negative
frequently on the equatorward side of the polar jets, but only rarely in the tropics. Nevertheless the value is small in that region, suggesting that either errors
in our surface wind assumption or a moderate perturbation could trigger inertial instabilities in the tropics, possibly explaining ourm = 1 traveling wave
amplitudes in that region.
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wind field assumed to be zero at the surface and in grad
wind balance. If this is not the case (and it likely is not), th
our PV could be significantly perturbed, particularly near
equator. Thus, we conclude that the hypothesis present
Barnes et al. (1993) and Wilson et al. (2002)of a connection
between the midlatitude eddies and the tropics with a f
of inertial instability is plausible. This is indeed bolstered
the one case where the tropical instability is seen while th
slow waves propagate there fromLs ∼ 255◦–285◦ of the first
year. We speculated above that this phenomenon is in f
fused Rossby–Kelvin wave, each component propagatin
the latitude of its own preferred zonal wind regime. Presu
ably the structure of the separate ducts conspire to main
spatial coherence in the fused normal mode, allowing i
propagate as one.

It is of note that we also occasionally see evidence of
ertial instability in the southern hemisphere, typically dur
late southern summer and fall, and more frequently du
the second year. This appears near 40◦ S, also at altitude. In
the example inFig. 26, it just barely sneaks into our resul
at the top of our domain near 37◦ S. Nevertheless, we d
not find the same strong, slow waves in the south as are
dent in the north, suggesting that inertial instability alone
not enough to produce such strong, slow waves. This a
tsuggests a coordination between the regions of inertia
stability and the properties of the polar jet that control
formation of these waves.

The EP flux divergences indicated that baroclinic a
barotropic energy conversions were taking place in the vi
ity of the polar vortex. The quasi-geostrophic necessary c
dition for instability is that either the meridional gradie
of the PV is less than zero somewhere in the domain
else the vertical shear of the zonal wind must be pos
at the lower boundary (e.g.,Pedlosky, 1979). We will as-
sume for purposes of the following quantitative discuss
that the Ertel PV gradient, rather than the quasi-geostro
PV gradient is the appropriate instability indicator for t
relatively high speed martian flow. Positive vertical shea
the zonal wind at the lower boundary is frequently satisfi
but the meridional PV gradient is not always greater t
zero throughout the domain. In fact, it frequently has z
crossings on the flanks of the polar jets. This is the traditio
source of barotropic instability, and its widespread prese
near the strong winter jets is consistent with our findings
its dominance in the energy conversion from zonal mea
eddy kinetic energy.

Figure 27 shows meridional cross sections of seve
quantities at the time of the strongest observedm = 1 trav-
tant
e
nd
si

e pola
Fig. 27. Instability map forLs ∼ 255◦–285◦ for the second mapping year. We have plotted the zonal mean temperature in the upper left, and the resul
zonal mean zonal wind in the lower left, the Ertel PV in the upper right, and finally the meridional gradient of the PV in the lower right. For all quantitis,
grayscales and contours indicate the values. Units for the PV are in terms ofΩg200 K/6.1 mbar, whereΩ is the angular rate of the planet’s rotation, a
g is the surface gravity. The meridional gradient of the PV is only indicatedwith a zero contour, as sign changes in this quantity are indicative of posble
instability. Here two regions of instability are present surrounding the polar jet, one covering all altitudes on the poleward flank of the polar jet, and the other
covering almost all altitudes on the equatorward flank of the polar jet. Note that unlike the Earth, PV decreases again toward the pole away from thr jet.
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eling waves in the second mapping year,Ls ∼ 255◦–285◦.
Shown in Fig. 27 are the temperature (upper left), zon
mean zonal wind (lower left), Ertel’s PV (upper right) a
its meridional gradient (lower right). This interval is an e
treme case, with the strongest shears found in our data
but it is grossly representative of generic PV structure
both hemispheres around winter. Unlike on Earth, where
PV inside the polar vortex reaches a maximum value at
center, on Mars instead it has its maximum value in the p
jet and decreases toward the pole. The effect of this is
the meridional gradient of PV is negative on both flanks
the jet. The poleward region ofdPV /dy < 0 extends all the
way to the surface, creating a large region where instabil
can develop. In the jet itself, the strong meridional she
cause the PV to have a region of negative meridional gr
ent on the equatorward flank as well. This region of poss
instability does not typically reach the surface, but rathe
usually confined above about 2 scale heights altitude. In thi
extreme example, it has connected with a similar region
the equator, and very nearly reaches another unstable r
at the surface. The poleward region of possible instab
lies right along the polar front, while the equatorward,
per region lies along the core of the warm horn due to
meridional overturning.

We hypothesize that the segregation of these two l
regions of possible instability on either side of the polar
one reaching the surface and the other typically not ma
the cause of the dual nature of the traveling waves see
certain times in our analysis. Occasionally we identified
tinct waves, with different phase speeds but the same z
wavenumber (m = 1), propagating in the vicinity of the pola
jet (e.g.,Figs. 3, 5, and 9). Typically, one was concentrate
at altitude and the other closer to the surface. InFigs. 5
and 9, it is even clear that the wave concentrated at a
tude is typically equatorward of the lower wave. Thus
suggest that these two separate regions of long-lived in
bility may generate their own traveling waves that at tim
have independent phase speeds. The faster waves, in
ing the fastm = 1 waves and all them = 2,3 waves may
be rooted to the region of instability on the poleward edg
the jet, exploiting both baroclinic and barotropic energy c
versions. The slow waves, only recently identified in T
data (Wilson et al., 2002, and this work) may be rooted i
the region of instability on the equatorward side of the
and also incorporating regions of inertial instability exte
ing into the tropics. The slow waves then are a combina
of mixed barotropic/baroclinic energy conversions and in
tial instabilities.

9. Conclusions

We have characterized the annual evolution of martian
mospheric traveling waves in the MGS TES data set from
first two martian years of mapping. There is a high deg
of repeatability between the two years. They are domin
t,

n

t

l

-

-

by strong low zonal wavenumber, zonally coherent wave
with amplitudes peaking in the vicinity of the polar jets. T
strongest amplitudes are seen in late northern fall and e
northern winter, dominated by zonal wavenumberm = 1.
These waves have amplitudes up to about 20 K, are verti
extended (at least 4 scale heights), and occasionally ex
even into the tropics. Typical periods for them = 1 waves are
of order 2.5 sols to 30 sols, with secular trends in the pe
seen in both years. The coherence time of the slow w
can be up to 80 sols or more. The fastestm = 1 waves may
actually be linked to dominantm = 2 or m = 3 waves, cre-
ating storm tracks or frontal shapes. There is a tendenc
the dominant wave period to abruptly change, similar to
identified inCollins et al. (1996). Much weaker waves wer
identified in the south, with amplitudes of less than ab
3 K, but similar spatial distribution and slightly shorter pe
ods form = 1. Traveling waves withm = 2 andm = 3 are
also seen, but their amplitudes are typically limited to ab
4 K, and are generally more confined near the surface
them = 1 waves.

Some evidence of storm tracks has been identified in th
data, with accentuated weather-related temperature pe
bations near longitudes 200◦ to 320◦ E for both the souther
and northern hemispheres near latitude±60◦ at the surface
Away from the surface, the storm track behavior was nota
weaker, but still occasionally identifiable. Some evide
was also found for a sharpening of longitudinal gradie
into what may be frontal systems. Occasionally, wave
m = 1,2 or 3 were seen to move with the same phase sp
as a group, perhaps indicative of frontal systems.

In addition to the amplitudes and dominant phase sp
of the traveling waves in the data set, we have also qu
fied the relative phases of the waves in an average sense
moderate intervals. These allowed us to infer the meridi
heat and momentum fluxes, and then EP fluxes for them = 1
waves. We generally found the waves to extract energy f
the zonal mean winds, sometimes damping and broade
the jets, other times trying to push them poleward or equa
ward. Rarely did we find the traveling waves strengthen
the zonal jet. Decelerations of the zonal jet from them = 1
traveling waves of order 30 m/(s sol) were measured. How
ever, as the jet strength clearly does not change this
other forcings must resupply energy to the jet that is
to the eddies. In the north, it is the traveling waves that g
erate the greatest EP flux divergences, while in the so
the stationary waves dominate. The waves, in the reg
accessible to TES retrievals (i.e., above 1 scale heigh
titude), extract energy from the jet predominately throu
barotropic processes, but their character is overall m
barotropic/baroclinic. Inertial instabilities may exist at a
tude on the equatorward flanks of the polar jets, and marg
stability extends through to the tropics. This may explain
coordination of the tropical behavior of the waves with t
centered along the polar jet, consistent with the ideas
pressed inWilson et al. (2002)and similar to those inBarnes
et al. (1993). Large regions with the meridional gradient
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PV less than zero exist throughout the year, but are stron
near winter solstice. Poleward of the jet, this region exte
to the surface, equatorward it usually does not. These
gions, satisfying a necessary criterion for instability, like
explain the genesis of the waves, and perhaps also the
modal character between surface (faster waves) and alt
(slowm = 1 waves).
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Appendix A

A.1. Gradient wind-perturbation winds

For Mars, the zonal mean winds are large enough tha
Rossby number is not small. In our results, it exceeds
the cores of the winter polar jets during the second yea
MGS mapping. Because of this, the usual wind balanc
geostrophy is not accurate. Instead, gradient wind bala
must be used. In this case, not only are pressure forces
Coriolis forces in balance, but inertial forces must also
included in the mix. The winds are strong enough that c
tripetal accelerations cannot be ignored. We have used
dient wind balance to compute the zonal mean zonal wi
but a new scheme must be developed to compute the
turbation winds beyond the zonal mean winds. This sch
must also include inertial terms in the balance.

We start with the zonal and meridional momentum eq
tions. We will ignore both vertical winds and time deriv
tives; generally a safe assumption for the regions stu
in this work. Using the standard symbols, we define
zonal wind with a zonal mean part and a perturbation p
U(x,y, z) = Ū(y, z) + u′(x, y, z), and a meridional wind
which has no zonal mean (we ignore the condensation flo
but does have a perturbation part:V (x, y, z) = v′(x, y, z).
The perturbation winds are assumed to be small compare
to the zonal mean zonal wind̄U . Similarly, the pressure
can be expressed as a zonal mean part and a perturb
part:P(x, y, z) = P̄ (y, z) + p′(x, y, z). Inserting these defi
nitions into the zonal and meridional momentum equatio
and ignoring second order terms, to zeroth order we find
equation for gradient wind balance for the zonal mean zo
wind. To first order, we find a set of coupled equations
the perturbation winds:

(A.1)Ū
∂u′

∂x
+ 1

ρ

∂p′

∂x
= v′

(
f − ∂Ū

∂y
+ Ū

tanφ

a

)
,

(A.2)Ū
∂v′

+ 1 ∂p′
= u′

(
−f − 2Ū

tanφ
)

,

∂x ρ ∂y a
t

-

d

-

-

n

whereρ is density,f = 2Ω sinφ, Ω is Mars’ angular rota-
tion rate,φ is latitude,a is Mars’ radius, and the cardina
directions have their usual meaning.

We then convert to isobaric coordinates, using

1

ρ

∂p′

∂x

∣∣∣∣
z

= ∂Φ ′

∂x

∣∣∣∣
P

and
1

ρ

∂p′

∂y

∣∣∣∣
z

= ∂Φ ′

∂y

∣∣∣∣
P

,

whereΦ ′ is the perturbation component of the geopoten
We also multiply through byP∂/∂P , and use

∂Φ

∂P
= −RT

P
and P

∂

∂P
= ∂

∂ lnP
.

This yields:

∂Ū

∂ lnP

∂u′

∂x
+ Ū

∂2u′

∂ lnP∂x
− R

∂T ′

∂x

= ∂v′

∂ lnP

(
f − ∂Ū

∂y
+ Ū

tanφ

a

)

(A.3)+ v′
(

tanφ

a

∂Ū

∂ lnP
− ∂2Ū

∂ lnp∂y

)
,

∂Ū

∂ lnP

∂v′

∂x
+ Ū

∂2v′

∂ lnP∂x
− R

∂T ′

∂y

(A.4)= ∂u′

∂ lnP

(
−f − 2Ū

tanφ

a

)
− 2u′ tanφ

a

∂Ū

∂ lnP
.

Note that the temperature has also been broken down
a zonal mean part and a perturbation part,T (x, y, z) =
T̄ (y, z) + T ′(x, y, z). These form a set of coupled differe
tial equations foru′ andv′.

Because our analysis is separated into zonal harm
ics, it is useful to consider the separate zonal harmo
of the terms in these equations. This will allow us to co
sider each zonal harmonic independently, and also a
computation of the zonal derivatives, reducing the dim
sionality of the problem. This means that we consider
perturbation zonal wind, meridional wind and temperatu
as a sum of Fourier components in the zonal direction,
u′ = �[∑m u′

m(y, z)eimθ ] with similar expressions forv′
andT ′. In this case,u′

m(y, z) is the (complex-valued) am
plitude of them zonal harmonic of the perturbation zon
wind. With this definition, we can substitute for derivativ
in thex direction using∂Ψ

∂x
= im

a cosφ Ψm.
Breaking the analysis down by zonal harmonic, and

writing the above coupled equations into a simpler ma
form yields:

[
1 A

E 1

]


∂u′
m

∂ lnP
∂v′

m

∂ lnP


 =

[
B C

F G

][
u′

m

v′
m

]
+


 D

∂T ′
m

∂y
HT ′

m


 ,

(A.5)

where

A = im

a cosφ
Ū

/(
f + 2Ū

tanφ

a

)
,

B = −2
tanφ ∂Ū /(

f + 2Ū
tanφ

)
,

a ∂ lnP a
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g

d

Fig. 28. Latitude-height cross sections with season ofthe regions in which we were able to solve for them = 3 perturbation winds for the first MGS mappin
year. The structure of this plot is the same as many preceding plots. White regions are those in which the perturbation winds could be estimated. Black regions
lie on or above a region in which our perturbation wind estimation algorithm broke down. The excluded regions are excessive form = 3, but much less ba
for m = 1.
per-
ach
ith
nal
C = −im

a cosφ

∂Ū

∂ lnP

/(
f + 2Ū

tanφ

a

)
,

D = R
/(

f + 2Ū
tanφ

a

)
,

E = −im

a cosφ
Ū

/(
f − ∂Ū

∂y
+ Ū

tanφ

a

)
,

F = im

a cosφ

∂Ū

∂ lnP

/(
f − ∂Ū

∂y
+ Ū

tanφ

a

)
,

G =
(

∂2Ū

∂ lnP∂y
− tanφ

a

∂Ū

∂ lnP

)/(
f − ∂Ū

∂y
+ Ū

tanφ

a

)
,

H = −im
R

/(
f − ∂Ū + Ū

tanφ
)

.

a cosφ ∂y a
This matrix equation can be solved for∂u′
m

∂ lnP
and ∂v′

m

∂ lnP
as

functions ofu′
m,v′

m,T ′
m, and ∂T ′

m

∂y
:

∂u′
m

∂ lnP
= 1

1− AE

[
(B − AF)u′

m + (C − AG)v′
m

]

(A.6)+ 1

1− AE

[
D

∂T ′
m

∂y
− AHT ′

m

]
,

∂v′
m

∂ lnP
= 1

1− AE

[
(F − EB)u′

m + (G − CE)v′
m

]

(A.7)+ 1

1− AE

[
HT ′

m − ED
∂T ′

m

∂y

]
.

If we then integrate these equations up from an assumed
turbation wind at the surface, we have a solution for e
zonal harmonic of the perturbation winds consistent w
the gradient wind approximation for the zonal mean zo
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wind. Unfortunately, there are several cases where this
proach can fail. The first is if the determinant on the l
of (5) is zero, i.e., 1− AE = 0. In this case, the two cou
pled equations are degenerate, and we do not have en
information to separate them. The second possibility is
the denominator inA,B,C, andD goes to zero, and thes
coefficients blow up, i.e.,f + 2Ū tanφ/a = 0. This is the
equivalent of the problem with geostrophy near the eq
tor, in this case it is the Coriolis and curvature terms t
are canceling each other out and leaving the winds w
out a balanced solution. The third possibility is much l
the second, but where the denominator inE,F,G, andH

goes to zero, i.e.,f − ∂Ū/∂y + Ū tanφ/a = 0. In this case,
the Coriolis, curvature and inertia terms all cancel, leav
the perturbations without a balanced solution. We have c
sidered cases where the determinant is less than 0.72 o
absolute value of either denominator is less than 2Ω sin(10◦)
to be bad. Empirically, these limits seem to minimize the
fects of the ill-defined solution regions for the perturbat
winds.

The combined effects of these problematic conditions
solution of the perturbation winds are greater for the hig
zonal harmonics. They are a nuisance for them = 1 case, but
devastating to them = 3 case (seeFig. 28). For this reason
we do not present solutions for the perturbation winds ex
for them = 1 cases. Even for those, we carefully indicate
regions where this algorithm breaks down. To enhance
readability of our figures, we have horizontally interpola
across regions where the algorithm breaks down. This
reasonable approximation to the winds for small gaps, bu
general the results in these regions are of unknown accu
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