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ABSTRACT

A simple dynamical model is presented for the basic spatial and temporal structure of the large-scale modes
of intraseasonal variability and associated variations in the zonal index. Such variability in the extratropical
atmosphere is known to be represented by fairly well-defined patterns, and among the most prominent are the
North Atlantic Oscillation (NAO) and a more zonally symmetric pattern known as an annular mode, which is
most pronounced in the Southern Hemisphere. These patterns may be produced by the momentum fluxes as-
sociated with large-scale midlatitude stirring, such as that provided by baroclinic eddies. It is shown how such
stirring, as represented by a simple stochastic forcing in a barotropic model, leads to a variability in the zonal
flow via a variability in the eddy momentum flux convergence and to patterns similar to those observed. Typically,
the leading modes of variability may be characterized as a mixture of ‘‘wobbles’’ in the zonal jet position and
‘‘pulses’’ in the zonal jet strength. If the stochastic forcing is statistically zonally uniform, then the resulting
patterns of variability as represented by empirical orthogonal functions are almost zonally uniform and the
pressure pattern is dipolar in the meridional direction, resembling an annular mode. If the forcing is enhanced
in a zonally localized region, thus mimicking the effects of a storm track over the ocean, then the resulting
variability pattern is zonally localized, resembling the North Atlantic Oscillation. This suggests that the North
Atlantic Oscillation and annular modes are produced by the same mechanism and are manifestations of the same
phenomenon.

The time scale of variability of the patterns is longer than the decorrelation time scale of the stochastic forcing,
because of the temporal integration of the forcing by the equations of motion limited by the effects of nonlinear
dynamics and friction. For reasonable parameters these produce a decorrelation time of the order of 5–10 days.
The model also produces some long-term (100 days or longer) variability, without imposing such variability via
the external parameters except insofar as it is contained in the nearly white stochastic forcing.

1. Introduction

The large-scale atmospheric circulation displays var-
iability on multiple time scales. The most prominent
variability in the extratropics is that due to baroclinic
eddies, or midlatitude weather systems, which typically
have a time scale of a few days. On time scales of a
season or longer, atmospheric variability may be influ-
enced by interactions at its boundaries (e.g., by the sea
surface temperature) and by other slow changes in forc-
ing. The variability on intermediate (i.e., intraseasonal)
time scales, say between 10 days and a season (some-
times called ‘‘low-frequency’’ variability), has a less
obvious cause. The direct effect of the ocean or other
changing boundary seems unlikely to be important, both
because large-scale sea surface temperatures tend to
change primarily on still longer time scales and because
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their effect is unlikely to be strong enough to produce
large changes in the atmospheric circulation on the 10–
100-day time scale. Rather, we expect this variability
to have a primarily atmospheric origin, ultimately aris-
ing from baroclinic activity and weather systems and
reddened by the dynamics of the equations of motion.
The mechanisms of such variability, however, are not
fully understood, and are the subject of this paper.

Although we may sometimes refer to intraseasonal
variability as if there were a distinct time scale and a
distinct phenomenon, there is no pronounced peak in
the power spectrum of the atmospheric fields on the
weeks-to-months time scale, nor is there a dip in the
spectrum at time scales longer than that associated with
baroclinic eddies. This suggests that the variability at
intraseasonal time scales may be, at leading order,
caused by a reddening of the power spectrum of the
known forcing (i.e., baroclinic instability). That is, if
we consider baroclinic instability to provide a nearly
white stochastic forcing, then the barotropic response
to such forcing will generally have a red spectrum. Both
friction and nonlinear processes (i.e., chaos) tend to in-
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hibit very long-term correlations and put a cap on the
spectral reddening at some time scale, whitening the
spectrum at long time scales and leading to decorrelation
time scales potentially of about 10 days. (Whether fields
in the real atmosphere also have significant autocorre-
lations on the multiyear or decadal time scale is not
known, nor whether these could arise from a purely
atmospheric origin.)

If the atmospheric fields are appropriately filtered in
time to select intraseasonal time scales, then fairly well-
defined spatial patterns of variability emerge. This spa-
tial structure has been the object of much study and
debate, going back at least as far as Walker and Bliss
(1932), and summarized recently by Wallace (2000) and
Wanner et al. (2002). The patterns robustly show up in
correlation maps or teleconnection patterns (Wallace
and Gutzler 1981), and in the empirical orthogonal func-
tions (EOFs) of the low-passed fields (e.g., Ambaum et
al. 2001), and a host of such patterns have been iden-
tified by these and other workers—the North Atlantic
Oscillation (NAO), the Northern and Southern Annular
Modes (NAM, SAM), the Pacific–North American pat-
tern (PNA) and so on. Of these, the North Atlantic Os-
cillation is probably the most well known and this and
the annular modes (Thompson and Wallace 2000) will
mainly concern us in this paper. The scale of these pat-
terns is significantly larger than that typically associated
with a single baroclinic eddy, ranging from a few thou-
sand kilometers of the NAO to the hemispheric scale
of the annular modes. Two other aspects of their struc-
ture stand out: 1) they are barotropic, or at least equiv-
alent barotropic (little phase shift in the vertical); 2)
there is a strong dipolar component in the horizontal
structure of the pressure field.

Although the patterns are of larger scale than baro-
clinic eddies, there is much to suggest that it is such
eddy activity (i.e., weather systems) that is largely re-
sponsible for producing them, even though the patterns
are fairly barotropic. On the theoretical side, large-scale
eddy-driven structures often tend to be barotropic be-
cause the life cycle of baroclinic eddies is characterized
by a barotropic decay and a cascade to larger horizontal
and vertical scales (Rhines 1977; Simmons and Hoskins
1978; Salmon 1980). Idealized model simulations (e.g.,
Orlanski 1998) have also shown the important role of
baroclinic eddies in producing the quasi-stationary cir-
culation. On the observational side, analysis of annular
modes and the NAO indicates that transient, high-fre-
quency (i.e., 1–10 days) activity plays an important role
in maintaining their variability (e.g., Lau 1988; Lim-
pasuvan and Hartmann 2000; DeWeaver and Nigam
2000). Consistently, the midlatitude jet in the Atlantic
sector is stronger during periods of high NAO index
(Ambaum et al. 2001, their Figs. 6 and 7) and this jet
is fairly barotropic, indicating an eddy-driven origin.
Finally, recent experiments with a general circulation
model (GCM; Cash et al. 2003, manuscript submitted
to J. Atmos. Sci., hereafter CKV) have shown a strong

correlation between the location and strength of the di-
pole with the location and strength of the baroclinic eddy
activity.

Assuming, then, that the relevant large-scale dynam-
ics are indeed barotropic, but that that eddy activity is
important as the ultimate source of the variability, our
goal now is to understand how such higher-frequency
(1–10-day time scale) eddy dynamics can produce the
characteristic spatial patterns seen on longer (10–50-
day) time scales. Specifically, we seek to present a sim-
ple dynamical model, perhaps the simplest possible dy-
namical model, of the NAO and annular modes in order
to shed insight on the dynamics of such structures. We
shall not present a complete model or a complete theory.
Rather, our model might be considered as a ‘‘dynamical
null hypothesis’’ that might be built upon to create a
more complete theory.

2. The basic model

a. Jets on a b plane

Consider first the maintenance of the extratropical jet.
This has a different dynamical origin from the highly
baroclinic subtropical jet. The latter arises from a ther-
mal wind balance with the strong meridional tempera-
ture gradients at the edge of the Hadley cell, whereas
the former is driven by eddy momentum flux conver-
gence in midlatitude weather systems and, because these
largely occur in the mature phase of the baroclinic life
cycle, they act to produce a predominantly barotropic
jet. In reality, the subtropical and midlatitude jets are
often not geographically distinct because the polar limit
of the Hadley cell overlaps the equatorial limit of the
midlatitude baroclinic zone, and the jets may appear as
one.

A simple barotropic model illustrates the mechanisms
of the eddy driven jet (e.g., Held 2000). For two-di-
mensional incompressible flow, the barotropic zonal
momentum equation is

]u ]u ]u ]f
1 u 1 y 2 f y 5 2 1 F 2 D , (2.1)u u]t ]x ]y ]x

where Fu and Du represent the effects of any forcing
and dissipation and the other notation is standard. The
meridional momentum and vorticity fluxes are related
by the identity

1 ] ]
2 2yz 5 (y 2 u ) 2 (uy), (2.2)

2 ]x ]y

so that with cyclic boundary conditions,

]u9y9
y9z9 5 2 , (2.3)

]y

where the overbar denotes a zonal average and 5 0.y
[Equation (2.3) also holds, locally in x if the average is a
time or ensemble average provided that the eddy statistics
are zonally uniform.] Averaging (2.1) thus gives
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]u
5 y9z9 1 F 2 D , (2.4)u u]t

where, again, 5 0, and this result again also holds iny
a time or ensemble average if the eddy statistics are
zonally uniform.

Typically, there will be little direct forcing of the
mean momentum, and if friction is parameterized by a
linear drag, then

]u
5 y9z9 2 ru, (2.5)

]t

where r is an inverse frictional time scale. Now consider
the maintenance of this vorticity flux. The barotropic
vorticity equation is

]z
1 u · =z 1 yb 5 F 2 D , (2.6)z z]t

where Fz parameterizes the stirring of barotropic vor-
ticity and Dz represents dissipation. Linearize about a
mean zonal flow to give

]z9 ]z9
1 u 1 gy 5 F 9 2 D9, (2.7)z z]t ]x

where g 5 b 2 ]2 /]y2 is the meridional gradient ofu
absolute vorticity. From (2.7), form the pseudomomen-
tum equation by multiplying by 2z9/g and zonally av-
eraging, whence

]M 1
2 y9z9 5 2 (z9F 9 2 z9D9), (2.8)z z]t g

where M 5 2 /2g is the pseudomomentum. From2z9
(2.5) and (2.8) we obtain

]u ]M 1
2 5 2ru 1 (z9F 9 2 z9D9), (2.9)z z]t ]t g

and in a statistically steady state,

1
ru 5 (z9F 9 2 z9D9). (2.10)z zg

The terms on the right-hand side represent the stirring
and dissipation of pseudomomentum, and in steady state
their sum must integrate to zero. In a meridionally lo-
calized stirring region the first term can be expected to
be positive; thus, meridionally localized but otherwise
relatively unstructured vorticity stirring will give rise
(for g . 0) to an eastward mean zonal flow in the region
of the stirring, with a westward flow north and south of
the stirring region. These equations represent the well-
known physical argument that stirring gives rise to
Rossby wave generation, and that momentum will con-
verge in the region of stirring as the Rossby waves
propagate away and dissipate.

If the stirred region is sufficiently broad, then multiple
jets may form within the stirring region (e.g., Vallis and
Maltrud 1993; Lee 1997). In that case, the mechanism

of jet formation is often expressed in terms of an inverse
energy cascade to larger scales, inhibited by the for-
mation of Rossby waves, leading to the preferential for-
mation of zonal flow. However, such jets may still be
thought of as being maintained by the stirring of pseu-
domomentum, but the pseudomomentum stirring and
dissipation are organized by the jet structure itself even
though the vorticity stirring Fz may be homogeneous.
In the earth’s atmosphere, the stirring region (i.e., the
midlatitude baroclinic zone) is relatively narrow in the
sense that there is normally only one region of eddy
driven eastward flow in the mean; however, the baro-
clinic zone is typically wider than the instantaneous jet
itself, and the jet may thus meander within the baroclinic
zone.

b. Source of stirring in a baroclinic atmosphere

The stirring that might generate such jets arises from
baroclinic instability or, more precisely, from the trans-
fer of energy from baroclinic to barotropic modes. To
see this, consider the two-layer quasigeostrophic equa-
tions

]qi 1 J(c , q ) 5 0, i 5 1, 2, (2.11)i i]t

where

2q 5 ¹ c 1 F(c 2 c ) 1 by, j 5 3 2 i, (2.12)i i j i

and F is the inverse square deformation radius. If this
is decomposed into barotropic and baroclinic modes in
the standard way, the evolution equation for the baro-
tropic mode becomes

]
2 2 2¹ c 1 J(c, ¹ c 1 by) 5 2J(t , ¹ t), (2.13)

]t

where c 5 (c1 1 c2)/2 and t 5 (c1 2 c2)/2. The term
on the right-hand side is just the forcing of the barotropic
mode by the baroclinic mode and, although not sign
definite, it generally leads to a transfer of energy into
the barotropic mode as part of the baroclinic life cycle.
Such stirring by baroclinic eddies thus gives rise to mo-
mentum convergence and is the ultimate cause of the
surface westerly winds in midlatitudes. The vorticity
flux producing the zonal jet will, of course, fluctuate
simply because baroclinic activity fluctuates, partly in
response to variations in the zonal shear itself and partly
because it is a turbulent, chaotic system, and these fluc-
tuations will give rise to variations in the zonal index
(e.g., Feldstein and Lee 1998; Lorenz and Hartmann
2001). Although such variations will be largely baro-
tropic, the stirring will be dependent in part on the bar-
otropic flow, because the evolution equation of t in-
volves c, and this may lead to feedbacks between the
jets and the stirring. For example, the presence of sur-
face drag may generate a shear from the barotropic flow,
and this in turn may produce baroclinic activity and
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FIG. 1. Circulation pattern induced by anomolous vorticity fluxes.
The light arrows represent time- or ensemble-mean fluxes of eddy
vorticity. The contours represent circuits for the calculation of cir-
culation. The heavy arrows on the circuits represent the circulation
that results from the eddy vorticity flux.

enhanced stirring (Robinson 2000). In our numerical
simulations, we will restrict ourselves to the simpler
barotropic case and will model the stirring simply by a
random process with time and space scales chosen to
roughly mimic those of baroclinic instability, with no
direct dependence on the jet itself.

c. Patterns of variability

Because the stirring is produced by a chaotic process
it will fluctuate, and this will produce a response in the
zonal wind field and the associated circulation. In par-
ticular, a fluctuation in the vorticity flux that has a simple
meridional structure will produce a dipolar structure in
the pressure or streamfunction field. To illustrate this,
Fig. 1 shows an idealized localized northward eddy flux
of vorticity (light arrows). Two circuits are shown as
solid contours with circulation G 5 6 ut ds, where ut is
the velocity component tangential to the circuit. With
the mechanical damping, we have

dG
5 u z ds 2 rG, (2.14)nRdt

where un is the velocity component normal to the (right-
hand oriented) circuit. Because the flow is incompress-
ible, 6 un ds 5 6 (]c/]s) ds 5 0, where c is the stream-
function. Thus, if an overbar (e.g., ) denotes the av-u
erage along the circuit, and a prime (u9) the departure
from this average, then

]u t 5 u9z9 2 ru , (2.15)n t]t

and for the time average in addition to the circuit av-
erage

u 5 u9z9/r. (2.16)t n

Thus, a time-mean eddy flux of vorticity out of the

circuit will give rise to a mean circulation. In Fig. 1, to
the north of the maximum vorticity flux, a cyclonic
circulation will result, and to the south, an anticyclonic
circulation. This change in sign of the circulation cor-
responds to a change in sign of the streamfunction; if
the pattern of vorticity flux is interpreted as an anomaly
from a climatology, the eddy vorticity flux then pro-
duces a dipolar circulation anomaly. If the fluctuation
is zonally symmetric, then the circulation anomaly will
extend around the hemisphere. If the fluctuation is con-
fined to some region of longitude as in Fig. 1, then the
fluctuation will be a zonally localized dipole, rather like
the NAO.

The argument above provides information about the
circulation around a closed loop and, formally, says
nothing about the zonal velocity itself. [Of course the
loop may extend around a latitude circle, in which case
ut is the zonal velocity and we recover (2.5).] However,
we may also expect that locally stronger stirring will
give rise to a locally stronger and more variable zonal
jet. If the zonal scale over which the eddy statistics vary
is longer than the meridional scale, then the first term
on the right-hand side of (2.2) will be smaller than the
second term, after time averaging, and (2.3) will ap-
proximately hold. Similarly, the zonal advection of mo-
mentum in (2.1) will be smaller than that of meridional
momentum, and the upshot is that (2.5) will approxi-
mately hold, with the overbar representing an average
over a zonal sector without the need for complete zonal
averaging.

Thus, in regions where stirring is enhanced over a
reasonably broad zonal extent—for example, the storm
track regions—we expect to observe two related phe-
nomena: 1) a stonger and more variable zonal jet; 2)
streamfunction or pressure anomalies that have the di-
polar structure noted above. Furthermore, because these
are anomaly fields, any diagnostic that seeks to eco-
nomically represent the patterns of pressure or stream-
function variability, for example the EOFs, will also
have a dipolar structure, and this is of course the char-
acteristic pattern of the NAO. The latitude of the node
of the mean streamfunction dipole will be that at which
the mean vorticity flux is largest, and this is latitude of
the mean jet itself. However, the distribution of the
anomalous fluxes need not coincide with that of the
mean fluxes, and we will see in section 4 that the node
of the EOF of the streamfunction, representing the var-
iability of the pattern, is often poleward of the jet and
associated with a change in the position of the jet.

3. Numerical model

To see whether eddy stirring can indeed produce the
characteristic spatial patterns and temporal variability
of annular modes and the NAO, we integrate the bar-
otropic vorticity equation on the sphere; namely,
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TABLE 1. Parameters for the baseline numerical experiments. Ex-
periments with varying parameters are branches off these with a single
parameter varied, unless noted. The decorrelation time scale of the
forcing is always 2 days. The stirring region has a Gaussian distri-
bution in latitude, exp[(q 2 q0)2/2s ], and the ‘‘half-width’’ is ac-2

q

tually the std dev sq of this. The zonally asymmetric forcing for A1
is described by (5.1), with B 5 1 and sx corresponding to 458.

Experiment
Meridional half-width

of stirring region
Damping

time scale (days)
Zonally

symmetric

Z1
A1

128
128

6
6

Yes
No

]z
41 J(c, z 1 f ) 5 S 2 rz 1 k¹ z. (3.1)

]t

The notation is standard, with f 5 2V sinq, where q
is latitude, z is vorticity, and c is streamfunction. The
model is spectral with the nonlinear term evaluated
without aliasing using a spectral transform method. Typ-
ically, the model is run at a resolution of T42 with test
integrations at T84; this is more than adequate resolution
because our concern is large-scale patterns. The last two
terms on the right-hand side of (3.1) are a linear drag
and a term to remove the enstrophy that cascades to
small scales, these being the simplest parameterizations
of those processes that remove momentum and enstro-
phy from the flow. The coefficient k depends on the
model resolution, for that term is a subgrid-scale clo-
sure. The linear drag has some physical grounding in
Ekman layer theory, and for a barotropic representation
of the atmosphere reasonable values of r are of order
1/5–1/10 days21.

The term S represents stirring of the barotropic flow
by baroclinic eddies, and we represent this by a Markov
process, similar to that employed in Maltrud and Vallis
(1991). Typically, we choose to excite a small range of
wavenumbers, nmin , n , nmax, where n is the total
wavenumber and nmin 5 10 and nmax 5 14, except that
small zonal wavenumbers, including the zonal flow, are
excluded from the forcing. (Specifically we exclude
modes with m 5 0 to m 5 3.) Ideally, we might prefer
to not impose any particular time scale on the variability
of the model fields, but a white noise forcing (which
has equal amplitudes at all time scales) is not particu-
larly realistic or appropriate, because the highest real-
izable frequencies would be time step dependent and
would not generate much response in the vorticity field,
leading to a very noisy solution. Rather, we choose the
random forcing to have a decorrelation time scale of
about 2 days, similar to that of baroclinic instability.
We satisfy this by making the forcing in each wave-
number Smn to be itself the outcome of the stochastic
process:

dS Smn mn˙5 W 2 , (3.2)mndt t

where Ẇ is a white noise process (a different realization
for each wavenumber) and the parameter t determines
the decorrelation time of the forcing. To implement
(3.2), we use the related finite difference equation (see
appendix):

i 22dt /t 1/2 i 2dt /t i21S 5 (1 2 e ) Q 1 e S , (3.3)mn mn

where Qi is chosen randomly and uniformly ∈(2A, A),
where A determines the overall forcing amplitude, dt is
the model time step, the superscript i is the time step
index, and t is the prescribed decorrelation time of the
forcing, which we choose to be 2 days. This spectral
forcing is then transformed to physical space, where it
is masked such that it has a nonnegligible amplitude

only in a midlatitude band, centered at 458 with about
a 258 width. For some experiments it is also made sta-
tistically zonally nonuniform; that is, it is enhanced in
a longitudinally confined region to mimic the effects of
enhanced stirring in storm tracks. As for the symmetric
case it is constructed to have zero projection on the
zonally symmetric flow (modes with m 5 0) at all times.

Apart from this meridional masking and the choice
of the scale of the stirring, the stochastic forcing is
relatively unstructured, and the resulting momentum
flux convergences result from the nonlinear dynamics
of the model. This type of stochastic model differs from
that used in, for example, Branstator (1992) or Whitaker
and Sardeshmukh (1998), in which the model is linear
and the mean flow is taken from observations or a GCM.
Here, the model is nonlinear, and it is the stochastic
forcing in conjunction with nonlinear dynamics that
generates the mean flow, and that is important for its
pattern of variability.

Given the general form described above, for a given
set of parameters the model is first spun up, and the
integration continued for a period of order 10 000 days
over which diagnostics are obtained. The main param-
eters we have varied are 1) the strength of the forcing
and its degree of zonal asymmetry, that is, the strength
of the storm track; 2) the meridional width of the forcing
region; and 3) the strength of the friction (the surface
drag). Regarding parameter 1, the overall strength of
the forcing is tuned to produce a zonal jet of reasonable
strength. Note that the forcing is meant to produce an
eddy momentum flux convergence that is responsible
for producing nonzero surface winds in the midlatitude
atmosphere. However, a barotropic model is often
thought of as being representative vertically integrated
flow. Such an ambiguity is unavoidable in a model with
only one degree of freedom in the vertical; our control
integration uses a forcing that produces a zonally av-
eraged wind of about 10 m s21. Regarding parameter
2, in our control integration, our forcing strength has a
Gaussian distribution in latitude, centered at 458, with
a meridional half-width of 128. This is varied from 38
to being as wide as the hemisphere. Regarding param-
eter 3, the results are not sensitive to the strength of the
friction when this is in the range 1/5–1/10 days21, and
most of the simulations presented here use 1/6 days21.
See also Table 1.
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FIG. 2. The time- and zonally averaged zonal wind (solid line) from
the zonally symmetric numerical model Z1 (see Table 1). The dashed
line is the rms (i.e., eddy) velocity. The stochastic forcing is zonally
uniform and is a Gaussian distribution in the meridional direction,
centered at 458 with 128 half-width.

FIG. 3. The pseudomomentum stirring and dissipationF9z9 D9z9z z

and their sum [see Eq. (2.10)] for Z1. The distribution of dissipation
is broader than the forcing, resulting in an eastward jet where the
stirring is centered, with westward flow on the flanks.

FIG. 4. Time- and zonally averaged zonal flow in experiments with
varying half-widths of the forcing zone. If the forcing zone is narrow,
then a single eastward jet forms in the region of the forcing.

4. Results with zonally symmetric forcing

a. Mean state for zonally symmetric model

A typical time and zonally averaged zonal wind, and
the rms (i.e., eddy) velocity are illustrated in Fig. 2 for
the pivot experiment Z1. A strong westward jet emerges
in the region of the forcing, flanked by two eastward
jets, rather stronger on the equatorial side. Consistently,
the mean position of the jet is somewhat poleward of
the center of the stirring, and this polewards offset in-
creases slightly as the forcing strength increases. The
eddy velocities are of the same order of magnitude,
albeit a little larger than, the zonally averaged velocity,
a characteristic also of the flow in the earth’s atmo-
sphere. The pseudomomentum stirring and dissipation
responsible for the mean jet are illustrated in Fig. 3.
The pseudomomentum forcing is large and positive in
the jet center, with a fairly narrow distribution. The
distribution of the pseudomomentum dissipation is
broader, reflecting the meridional propogation of Rossby
waves away from the stirring region.

The natural meridional scale of a jet in homogeneous
barotropic turbulence is determined by the eddy kinetic
energy, and the value of b and friction (e.g., Maltrud
and Vallis 1991; Smith et al. 2002). As noted above, if
the meridional extent of the forcing region is allowed
to become larger than that jet scale, alternating jets may
form within the forcing region. This phenomena is il-
lustrated in Fig. 4 when the forcing has no meridional
localization, although the forcing and resulting eddies
are too strong for multiple jets to be produced.

b. Variability

Now consider the variability of a single, eddy driven
zonal jet. Consider the momentum equation (2.5) and

suppose that the vorticity flux is such as to produce an
eastward jet in midlatitudes, and that its magnitude fluc-
tuates temporally but that its meridional structure re-
mains fixed. Then the zonally averaged zonal wind will
fluctuate in place—it will pulse—and the associated
EOF of the zonal wind will be similar to that of the
mean wind (Fig. 5a). Since at each instant the pressure
field (the streamfunction) and the velocity are linearly
related, the associated variability in the pressure field
can be expected to be a dipole. If the zonal wind fluc-
tuates in this way, the node of the pressure EOF will
coincide with the maximum of the jet, which in turn
occurs where the stirring is strongest. The other dom-
inant mode of variability might be termed a wobbling
of the zonal jet, that is, an oscillation in its latitude
without necessarily any change in amplitude (Fig. 5b).
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FIG. 5. (a) Schematic of the leading EOFs associated with a pulsing
jet. The solid line is the mean zonal wind itself, the dotted line is
the EOF of the zonal velocity, and the dashed line the EOF of the
pressure or streamfunction field. (b) As in (a), but for the leading
EOF associated with a wobbling or oscillating jet.

FIG. 6. The mean value and the first EOF of the zonally averaged
zonal wind simulations with a narrow stirring region (approximately
38 half-width) and a broader stirring region (approximately 128 half-
width). For the narrow forcing region, the first EOF is a almost a
‘‘pulse,’’ with a structure similar to that of the jet itself. For a wider
forcing region, the first EOF is closer to a ‘‘wobble.’’ Figures in
parentheses indicate variance accounted for.

Both pulsing and wobbling behavior frequently occur
in numerical simulations, and one factor determining
which is dominant is the width of the stirring region. If
the stirring region is narrow (narrower than the resulting
jet), then the jet position is effectively fixed and the first
EOF resembles the jet itself. If the stirring region is
wider than the natural width of a single jet, but not
sufficiently wide to support two jets, the jet’s position
can vary within the stirred region. The behavior in these
two cases is illustrated in Fig. 6. (One-dimensional
EOFs are constructed from daily fields; two-dimensional
EOFs are constructed from the fields after applying a
10-day running average.)

With a stirred region of similar meridional extent to
that of the baroclinic zone on earth a wobbling or a
‘‘mixed’’ mode tends to prevail (Fig. 7), with the second
EOF looking more like a pulse. The first EOF of the
streamfunction is dipolar, with a node somewhat pole-
ward of the mean position of the jet and the lower band
more or less coincident with the mean position of the

jet. These structures are apparent in both the EOF of
the zonally averaged fields, and in the zonally averaged
EOF of the two-dimensional fields (not shown). The
first EOFs are typically well separated from the other
EOFs. Similar structures are seen in the observations
(Feldstein and Lee 1998; Lorenz and Hartmann 2001)
and in simulations with a general circulation model
(Cash et al. 2002). Indeed Feldstein and Lee (1998)
characterize the EOFs of the Northern and Southern
Hemispheres as being either a strengthening and weak-
ening of the jet or a latitudinal movement of the jet,
although the interpretation is complicated by additional
variations in the subtropical jet.

Although useful as descriptive phrases, the pulsing
and wobbling modes are not necessarily distinct phys-
ical modes. Recall that the mean wind is somewhat pole-
ward of the center of the stirring, because of predom-
inantly equatorward breaking of the Rossby waves. If
the stirring is stronger, the jet is not only stronger but
is pushed slightly poleward, and the pulse and the wob-
ble are synchronized. The EOFs are describing this in
the most economical way possible, subject to their or-
thogonality.

c. Two-dimensional patterns

When one looks at the EOF of the two-dimensional
fields, the zonal average of the first EOF (of either ve-
locity or streamfunction) is usually very similar to the
EOF of the zonally average field, although the subse-
quent EOFs are less distinct. The first EOF normally is
well separated from the others, although the variance
accounted for is typically less than 20%. The first EOF
of the two-dimensional streamfunction is illustrated in
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FIG. 7. (a) The first two EOFs (solid and dashed, respectively) of
the zonally averaged zonal wind forced in the zonally symmetric
configuration Z1. The solid line corresponds to a wobbling zonal
wind, the dashed to a pulsing zonal wind. The light dotted line is the
mean zonal wind. (b) Corresponding EOFs of the zonally averaged
streamfunction.

FIG. 8. (a) The leading EOF of the streamfunction (with a 10-day
running average) when the model is forced in the zonally symmetric
configuration Z1. The first and second EOFs account for 15% and
5% of the variance, respectively. (b) Leading EOF of the (10 day
averaged) zonal wind. The first two EOFS account for 11% and 5%
of the variance. The zero contours are omitted.

Fig. 8. It is nearly zonally symmetric and may be taken
as a definition of the annular mode of this model. Now,
even though the time-averaged flow is zonally sym-
metric, the leading EOF itself is not guaranteed to be
zonally symmetric. (Suppose, for example, that all the
model variability occurred at zonal wavenumber 5, then
the first two EOFs would show wavenumber-5 patterns,
in quadrature with each other.)

Nevertheless, the presence of a zonally symmetric
first EOF should not lead one to conclude that there is
a necessarily strong mode of hemispheric-wide vari-
ability in the model. The EOF analysis is merely seeking
the most economical description of model variability.
In particular, in most of the integrations we have ex-
amined the zonal flow does not vary synchronously
across the hemisphere. The one-point correlation func-
tion shows this quantitatively (Fig. 9). In the meridional
direction, the dipolar structure of the EOF can be seen
in the correlation function, especially the one centered

at the pole. The zonal scale of the correlation is related
to the scale of the energy containing eddies, as one might
expect given that the spatial correlation function is es-
sentially the Fourier transform of the variance of that
variable (so the velocity correlation function is the Fou-
rier transform of the energy spectrum). Thus, large-scale
hemispheric-wide correlations are associated with var-
iance in the m 5 0 mode and, even though zonal jets
are naturally produced by eddies on the sphere or b
plane, the covariability of flow around a circle of latitude
may be relatively weak. Ultimately, the importance or
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FIG. 9. The one-point autocorrelation of the streamfunction for the same integration as Fig. 8,
for four different base points (which can be identified as the points where the correlation is one).
Because the statistics are zonally symmetric, the longitude of the base points is unimportant. The
zero contours are omitted.

meaningfuless of an annular mode is related to how
much eddy energy is in the zonal modes, and this is a
quantitative issue that can ultimately be settled only by
an appeal to observations (see also Cohen and Saito
2002). The spatial structure of these correlations are in
fact very similar to those found in various simulations
with a general circulation model (Cash et al. 2002).
There too the first EOF is almost zonally symmetric and
meridionally dipolar, but there is little hemispheric-wide
correlation.

We can obtain another sense of the hemispheric versus
local nature of the variability by constructing the EOFs
from a quadrant (i.e., regions 908 wide) rather than the
full hemisphere. In both cases the flows are weighted
to correct for the decrease in area with latitude before
computing the EOFs, and these are illustrated in Fig.
10. The first EOF of the regional field is quite similar
with that constructed from the full hemispheric field,
consistent with the notion that it is the same mechanism
producing the variations in the zonal velocity on a hemi-
spheric and on a regional scale. (In fact, if the EOF
computed from the zonally averaged flow is regressed
onto the sector-averaged flow, the correlation of this

time series with the time series of the principal com-
ponent in the sector is almost always over 95%.)

However, the variations in the various quadrants are
not always in concert. To quantify this, we compute the
correlations between the daily time series of the prin-
cipal components (PCs) corresponding to the regional
and hemispheric EOFs, and between two opposing
quadrants. The values of these are

C(Z, Q1) 5 0.61, (4.1a)

C(Z, Q2) 5 0.63, (4.1b)

C(Q1, Q2) 5 0.06. (4.1c)

Here, C(Z, Q1) is the temporal correlation between the
PCs of the first EOF from the zonally averaged flow
and that of flow in a quadrant [and similarly for C(Z,
Q2)], and C(Q1, Q2) is the correlation between the flow
in the two quadrants. The difference between C(Z, Q1)
and C(Z, Q2) is solely due to the finite length of the
time series, and so is a measure of the error due to that.

If there were a pure annular mode in the sense that
the zonal velocity varied in unison on a hemispheric
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FIG. 10. The EOF calculated from the zonally averaged flow in the
entire hemisphere and from the zonally averaged flow in four quad-
rants (various dashed lines, on top of each other) for Z1. If the hemi-
spheric EOF is regressed onto data in any one quadrant, then its time
series has a correlation of approximately 0.97 with that of the prin-
cipal component in the quadrant.

FIG. 11. (a) Composites of the zonally averaged zonal wind, av-
eraged over periods when it is particularly strong or particularly weak,
for experiment Z1. The mean jet is solid, the other lines corresponding
to averages over periods when its peak value deviates by more than
an std dev from the mean, as indicated in the legend. (b) Composite
of the zonally averaged zonal wind, as in (a), except now the com-
posites are averaged over periods when its first principal component
exceeds or is less than an std dev from its mean.

scale, the correlations would all be unity. If the quad-
rants were completely independent, we would have

C(Z, Q1) 5 0.5, (4.2a)

C(Z, Q2) 5 0.5, (4.2b)

C(Q1, Q2) 5 0. (4.2c)

Clearly the flow here is something in between these
extremes. One may conclude that, although similar dy-
namics are acting on both the regional and hemispheric
scales (because the meridional structure of the respec-
tive EOFs are so similar), these dynamics do not nec-
essarily act in unison. We cannot expect the real at-
mosphere to have quantitatively the same values as
(4.1), but the qualitative picture is likely to be similar.

d. Low and high index states

As noted, the mean position of the jet is slightly pole-
ward of the center of the stirring. The stronger the jet,
the more poleward the mean jet position, as indicated
in Fig. 11, although the effect is rather weak and the
displacement of the jet is no more than 58. However, a
stronger jet is also noticeably narrower than a weak one,
and the easterlies on its equatorial flank are noticeably
stronger and extend farther poleward. In a model with
a baroclinic subtropical jet, or the real atmosphere, the
effect of this would be to enhance the separation be-
tween the eddy driven jet and the subtropical jet, and
to make the midlatitude surface westerlies both stronger
and slightly more poleward. Both of these effects are
seen in the observations during high index states (Am-
baum et al. 2001).

5. Results from the zonally asymmetric model

Suppose we now enhance the stirring in a longitudinal
region in order to roughly mimic the effects of a storm
track. However, we keep the simple meridional structure
used in the zonally symmetric case, and the stirring
maximum is at the same latitude for all longitudes. Spe-
cifically, the longitudinal structure of the amplitude of
the stirring is

2 2| F | 5 A{1 1 B exp[2(x 2 x ) /2s ]},z 0 x (5.1)

where A and B are constants; A determines the strength
of the uniform background stirring and B that of the
zonal inhomogeneity, centered around longitude x0. We
have conducted experiments with B ranging from 0 to
about 10, with a value of order unity best representing
the enhanced stirring of the storm track regions over the
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FIG. 12. (left) Eddy kinetic energy when the model is forced in a zonally asymmetric configuration with
a single enhanced region of forcing (A.1). (right) The leading EOF of the streamfunction (18% variance
accounted for; 6% variance in the second EOF). (bottom) The leading EOF of the zonal wind (12% variance;
6% variance in the second EOF). The zero contours are omitted.

Atlantic and Pacific. The parameter sx determines the
zonal width of the enhanced stirring region.

Figure 12 shows the fields of eddy kinetic energy
and the first EOF in an asymmetric integration (A.1)
with B 5 1 and sx 5 458, producing an eddy-rich
region roughly comparable to the major ocean storm
tracks. The meridional half-width of the forcing is 128.
The eddy kinetic energy is a direct reflection of the
enhanced stirring and, clearly, the EOF is centered
around the enhanced stirring and reflects the more vig-
orous activity in that region. The localized dipole struc-
ture of the streamfunction is similar to that appearing
in zonally asymmetric GCMs (e.g., CKV) and in the
observations (e.g., Ambaum et al. 2001). This structure
is fairly robust to variations in parameters. For ex-
ample, Fig. 13 shows the EOF is a similar zonally
asymmetric configuration, but when the forcing region
has only a 68 half-width, a qualitatively similar struc-
ture is seen.

The one-point correlation function (Fig. 14), with a

base point at the longitude where the EOF is a maxi-
mum, picks up the meridional dipole structure of the
EOF, just as in the zonally symmetric case. In the zonal
direction, the correlation function is somewhat more
localized than the EOF and is not, in fact, very dissimilar
from that in the zonally symmetric case (Fig. 9). The
day-to-day synoptic activity in the two cases is rather
similar, but in the zonally asymmetric case there is a
slight preference for dipole structures to form in the
region of enhanced stirring, and this is detected by the
EOF analysis. In the zonally symmetric case, similar
two-dimensional structures from locally, but with no
longitudinal preference and, as a consequence, the first
EOF is almost zonally uniform.

We also calculated the EOFs based solely on the fields
in the region on the enhanced stirring, as well as the
EOFs in the opposite quadrant. The EOFs in the en-
hanced stirring region show a similar dipole structure
to those of Fig. 12 and, in an analogous fashion to (4.1),
we calculate
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FIG. 13. (a) The leading EOF of the streamfunction (15% variance
accounted for; 7% variance in the second EOF). (b) The leading EOF
of the zonal wind (11% variance; 5% variance in the second EOF).
These differ from the results in Fig. 12 only in that the forcing half-
width is 68.

C(Z, Q1) 5 0.57, (5.2a)

C(Z, Q2) 5 0.72, (5.2b)

C(Q1, Q2) 5 0.11, (5.2c)

where Q2 denotes the region of enhanced stirring, Q1
the opposite quadrant, C(Z, Q1) and C(Z, Q2) are the
correlations between the principal components of the
zonal EOF and the regional EOFs, and C(Q1, Q2) is
the correlation between time series of the two regional
EOFs. Thus, the principal component of the EOF con-
structed from the hemispheric flow correlates well with

the principal component of the EOF constructed in the
region of enhanced stirring.

The structural similarity between the EOF and the
teleconnection, and the similarity between the baro-
tropic model, the GCM results of Cash et al. (2002),
and the observations, are all suggestive of the robustness
of the mechanism identified. We make two additional
points. First, this is a nonlinear effect. If localized stir-
ring is added to the linear barotropic vorticity equation,
then the response is a superposition of beta plumes that
trail westward from the source but which produce no
vorticity flux, an effect familiar to most physical ocean-
ographers. (Of course, one might construct a linear mod-
el to mimic the nonlinear effects, but one would have
to specify the structure of the vorticity fluxes.) Second,
the dipole structure that is evocative of the NAO arises
robustly when the stirring is somewhat stronger than the
zonal mean stirring [i.e., when B in (5.1) is of order
one]. However, if the localized stirring is extremely in-
tense (e.g., B 5 10), then more exotic patterns (not
shown) occur. Now the theory of section 2a becomes
invalid because of the extreme zonal inhomogeneity.

6. Temporal structure

Apart from the signals due to El Niño and the seasonal
cycle, the large-scale patterns of extratropical variability
in the atmosphere appear to have a fairly red spectrum,
with no really significant peaks (Feldstein 2000). How-
ever, it is unclear whether the power in these patterns
continues to increase for time scales longer than the
interannual—that is, whether the spectrum continues to
redden for increasingly long time scales or whether it
flattens out and whitens (see Stephenson et al. 2000).
Notwithstanding that uncertainty, the decorrelation time
scale associated with the NAO and similar patterns is
of order 10 days. Now, in our numerical model the
various possible time scales are the time scale of the
forcing, a frictional time scale determined by the value
of r in (3.1), a nonlinear eddy turnover time for some
scale L given by L/ | UL | , where UL is the velocity mag-
nitude at the scale L, and a time scale associated with
Rossby wave propagation ;1/(Lb). The external pa-
rameters are those associated with the forcing and fric-
tion—the eddy turnover time is ultimately given by the
magnitude of the forcing and how effective it is in gen-
erating flow. If we choose our forcing decorrelation time
to be of order a few days to represent baroclinic activity,
then we must tune its magnitude to give flow velocities
with a magnitude similar to those observed, and in that
case the only remaining external free parameters are r
and b.

Friction is one important element in determining the
spectral response to the forcing, as we see from the
linear version of (3.1). The equation is

]z ]c
1 b 5 S 2 rz, (6.1)

]t ]x
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FIG. 14. The one-point correlation of the streamfunction, for the same zonally asymmetric integration
as Fig. 12. The longitude of the base points is chosen to be along that of the strongest stirring, which is
close to the longitude where the EOF has its maximum value. The zero contours are omitted.

and this can be solved analytically if the power spectrum
of S is known. Assuming a solution of the form

i(k · x2vt)c 5 ReCe , (6.2)

where Re indicates the real part should be taken, and
substituting into (6.1) gives

2Sv2|C | 5 , (6.3)
2 2 2 4[(k v 1 bk ) 1 r k ]x

and so the solution has a redder spectrum than the forc-
ing. The solution is completed by the addition of the
homogeneous problem, a decaying Rossby wave.

Numerical solutions of the nonlinear problem show
that this effect contributes to, but is not, the whole story.
In Fig. 15 we see a representative time series of the first
EOF in a zonally symmetric simulation. [The EOF itself
is first obtained using temporally low-passed (10-day
running mean) data, but the figure shows the daily, un-
filtered, values of the corresponding principal compo-
nent.] Figure 16 shows the corresponding power spectra,
which are characteristically red. The autocorrelation of

the first two EOFs is shown in Fig. 17, and these are
of order 5–10 days. The wobbling mode typically has
a longer decorrelation than the pulse, but these two
modes are not wholly independent, and as the jet wob-
bles from one extreme latitude to another it passes
through its mean location twice. For shorter frictional
time scales the decorrelation time scale (the e-folding
time scale) is similar to the frictional time scale, as
expected in an Ornstein–Uhlenbeck-type process. How-
ever, inspection of Figs. 16a and 17b indicates that the
correlation time scale does not increase as quickly as
the frictional time scale increases; for frictional time
scales of 6, 12, and 23 days, we find e-folding decor-
relation time scales of 3.8, 4.4, and 7 days, respectively.
Evidently, the chaotic dynamics of the large-scale fields
are limiting the temporal correlations. The autocorre-
lation of the simulation with the higher damping (12
days) has virtually as much power at very long times
as the simulation with a 23-day damping time scale,
another indication that frictional effects are not the sole
determinant of the power at low frequencies. Note that
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FIG. 15. Sample time series of the principal component of the leading EOF of zonal wind in the zonally
symmetric integration Z1. (bottom) A blowup of the first 500 days of the top.

it is also apparent from the time series that quite long
excursions from the mean are possible. For example,
there are frequent excursions of order 100 days. [Long-
term variability was also found by James and James
(1992) in a simplified general circulation model, al-
though the variability they found involved the subtrop-
ical jet, which is absent in this model.]

7. Summary and conclusions

We have presented a simple dynamical model of the
North Atlantic Oscillation and the related annular
modes. We have shown that spatial structures qualita-
tively similar to those associated with the North Atlantic
Oscillation and annular modes can be robustly and eas-
ily reproduced with a stochastically forced, but nonlin-
ear, nondivergent barotropic model. The stochastic forc-
ing has a very simple spatial structure and need not be
extensively tuned for the patterns to appear.

The model suggests that the NAO and annular modes
are, essentially, two sides of the same coin. The (single)
phenomenon is associated with variations in the mid-
latitude circulation caused by fluctuating stirring from
baroclinic eddies. The fluctuating stirring produces both
a variation in the intensity and position of the zonal jet,
and a dipolar circulation anomaly. This in turn leads to

a dipolar structure in the streamfunction (i.e., the pres-
sure field) variability, and so a dipolar EOF, much as is
observed.

If the eddy statistics are zonally uniform, then the
leading EOF of the zonal velocity and the streamfunc-
tion are also approximately zonally uniform. Wave–
mean flow interaction has produced variability in the
zonally averaged flow, and this may be interpreted or
defined as an annular mode. However, the variability of
an annular mode is (in this interpretation) not the hemi-
spheric-wide synchronous variability or heaving of a
polar vortex. Rather, it is associated with the projection
onto the zonally averaged flow of eddy dynamics.

The North Atlantic Oscillation is to be differentiated
from the annular mode primarily by its scale, not its
mechanism. The presence of an Atlantic storm track
provides stronger stirring, and if the longitudinal extent
of the storm track is greater than that of a single eddy,
the same dynamics that produce variations of the zonally
averaged flow will still act, just more intensely, over
that region. Thus, the jet variations will be stronger here
than elsewhere, and any measure of that variability, such
as the first EOF of pressure or streamfunction, will show
a dipole centered near the eddy activity. Now, when the
stirring is stronger—that is, when the storm track is
stronger—the barotropic jet is strengthened and tight-
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FIG. 16. (a) Power spectra of the principal components of the lead-
ing EOFs of the zonal wind in zonally symmetric integrations with
varying values of the frictional parameter r, corresponding to fric-
tional time scales of approximately 3, 6, 12, 18, and 23 days. (b)
Power spectra of the stochastic process, dz/dt 5 S 2 rz, for the same
values of r used in (a), and S, the stochastic forcing, also having the
same power spectra as used to force the model.

FIG. 17. (a) Autocorrelation of the PCs of the first two EOFs of
the zonal wind for zonally symmetric integration Z1, with a frictional
time scale of 6 days. (b) Autocorrelations of the PCs of the first EOFs
of three model integrations, each with a different value of the damping
time scale (denoted ‘‘obs’’), and the autocorrelations for three Orn-
stein–Uhlenbeck (OU) processes with the same damping time scales.
The model decorrelates faster than the corresponding OU process,
especially when friction is weak.

ened, whereas any subtropical jet would be little altered.
Thus, during periods of high eddy activity the eastward
advection will be strongest at latitudes poleward of its
mean position. Conversely, quiescent periods will have
a weaker barotropic jet and the eastward advection will
be somewhat equatorward of its mean position. Thus,
at one extreme we can expect eddy-rich activity with a
strong eastward jet somewhat poleward of its mean po-
sition; at the other extreme we expect weaker eddy ac-
tivity with a weaker, slightly more equatorward jet. This
is, of course, a characteristic of the NAO.

Another way of expressing this is to say that it is the
organization of the baroclinic activity into spatially co-
herent large-scale patterns (i.e., storm tracks) that gives
rise to coherent large-scale vorticity stirring, and this in
turn produces patterns like the NAO. Because the mean
amplitude of the vorticity stirring varies zonally, the
eddy forcing has a stationary component (i.e., there is

a zonal asymmetry in the time-mean eddy fluxes), and
it is this stationary component that produces the NAO.
Momentum fluxes from stationary waves are really the
same as the spatially nonuniform eddy fluxes we have
parameterized, and that such forcing is responsible for
the zonally asymmetric patterns of variability seems
consistent with the observational analyses of Limpa-
suvan and Hartmann (2000).

If this mechanism holds in the real world, then there
should be a corresponding phenomena in the Pacific as
well as the Atlantic corresponding to the Pacific storm
track. Such a ‘‘North Pacific Oscillation’’ (NPO) may
well exist [indeed Walker and Bliss (1932) commented
on it] although it may not be as noticeable as the NAO
because there are many other phenomena occurring in
the Pacific, such as El Niño–Southern Oscillation
(ENSO) and the Pacific–North American pattern (to
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which the NPO may be related). There may well be
additional, more subtle differences in the storm tracks
between these regions, and we recognize that the dif-
ferences between the NAO and NPO are unlikely to be
fully explained by our proposed mechanism. [A poten-
tially related issue is that there seems to be an observed
tendency for the maximum amplitude of the EOFs to
be located a little downstream of the storm tracks. We
might expect this because momentum fluxes occur pri-
marily in the decaying phase of the baroclinic life cycle,
and thus downstream of the center of the storm tracks.
Such a mechanism cannot be reproduced in a barotropic
model, but nor, in fact, is it a robust feature of simu-
lations with GCMs (CKV). The midwinter suppression
of the Pacific storm track is another complicating fea-
ture.]

The decorrelation time scale of the NAO and annular
modes are observed to be about 10 days, and this is
well reproduced by the model, albeit it is partly depen-
dent on the frictional time scale chosen. The eddy forc-
ing itself, even the stationary-eddy forcing, has a much
shorter decorrelation time scale (a day or two). The jet
integrates this forcing, to produce a redder spectrum,
with both the nonlinear dynamics and damping pro-
cesses providing a limit to the reddening process. The
barotropic model does produce variability on long time
scales, evidently up to 200 days, although the presence
of a seasonal cycle would affect this. Determining
whether this long-term variability corresponds to that
seen in the observations will require a more detailed
study of both model and observations, since the nature
of such long-term variability is currently unclear in both.
[Feldstein (2000) concludes that the NAO is a Markov
process with an e-folding time scale of about 10 days,
whereas Stephenson et al. (2000) note the presence of
‘‘long-range dependencies’’ (a red spectrum) on inter-
annual time scales. These may not be contradictory, if
the tails in the autocorrelations are nonzero but small.]

It has, of course, been known for some time that rather
simple dynamical models and idealized GCMs can re-
produce realistic patterns of intraseasonal variability,
including annular modes and patterns like the NAO, and
that these are associated with variability in the momen-
tum flux. It is also generally accepted that neither strato-
sphere nor SST anomalies are necessary ingredients for
these phenomena. In this paper we have sought to pre-
sent perhaps the simplest possible model of this as a
way of elucidating the dynamics and clarifying the re-
lationship between the NAO and annular modes. In par-
ticular, baroclinic effects are modeled by a simple wav-
emaker that is not related to the strength of the baro-
tropic jet. This suggests that a state dependence of the
stirring (that is to say, a feedback from the mean flow
to the stirring) is not a crucial ingredient in producing
an annular mode or NAO-like structure. However, we
do not claim that we have definitively established that
such a feedback is not important, and careful studies
with both parameterized models and a trustworthy GCM

will be needed before one can definitively pronounce
upon this. Furthermore, if we were to construct a model
in which the stirring were to depend on the strength of
the jet, the eddies might then follow the position of the
jet and a longer time scale of variability might thereby
be produced.

To conclude, we have presented a simple, dynami-
cally robust mechanism that reproduces some of the
important spatial and temporal characteristics of the
large-scale variability in the atmosphere. We hope it may
be useful as a dynamical basis for more complete models
and simulations, and in interpreting the observations.
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APPENDIX

Details of Stochastic Forcing

Consider the Ornstein–Uhlenbeck process S given by
the stochastic differential equation

sÏ2dS S ˙5 2 1 W, (A.1)
dt t Ït

with S(0) 5 S0. Suppose that S0 is chosen from some
initial distribution, to be determined below. Here S is a
Gaussian process, and thus wholly characterized by its
mean and covariance functions,

2t /tE [S(t)] 5 e E [S ], (A.2)0

2(s1t)/t 2 2(t2s)/tcov[S(s), S(t)] 5 e var(S ) 1 s e0

2 2(s1t)/t2 s e , (A.3)

where s # t. When s, t k 0, the mean and covariance
functions approach

E [S(t)] → 0, (A.4)
2 2(t2s)/tcov[S(s), S(t)] → s e , (A.5)

regardless of the initial distribution of S0. In our model
we are interested in the long-term statistical behavior
of the system and so lose nothing by taking the initial
distribution of S0 to be the asymptotic distribution, N(0,
s 2). In this case, (A.2) and (A.3) become (A.4) and
(A.5).

We can then simulate S(t) with the finite difference
equation

i 22dt /t i 2dt /t i21S 5 Ï1 2 e f 1 e S , (A.6)

where dt is our time step, and the fi and S 0 are random
variables taken from the Gaussian distribution N(0, s 2).
The paths S 0, S 1, S 2, . . . are equivalent to paths of S(t)
sampled at increments of dt. This follows from the fact
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that {S i}, as a series of sums of Gaussian variables, is
a Gaussian process, and thus characterized by its mean
and covariance:

iE[S ] 5 0, (A.7)
i j 2 2( j2i )dt /tcov[S , S ] 5 s e (A.8)

for i # j, which match the properties of the continuous
process above. In our implementation of (A.6), we sam-
ple the f i from a uniform distribution centered about
zero, rather than a Gaussian. The modified process is
not precisely an Ornstein–Uhlenbeck process: it has the
same mean and covariance structure of S, but slightly
different higher moments. It proved advantageous in
avoiding occasional large (and unrealistic) spikes in a
single wavenumber. For a small time step, the algorithm
above reduces to the simpler one presented in Maltrud
and Vallis (1991).
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