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ABSTRACT

This is a revision of a previous paper dealing with three-dimensional wave-current interactions. It is
shown that the continuity and momentum equations in the absence of surface waves can include waves after
the addition of three-dimensional radiation stress terms, a fairly simple alteration for numerical ocean
circulation models. The velocity that varies on time and space scales, which are large compared to inverse
wave frequency and wavenumber, is denoted by û� and, by convention, is called the “current.” The Stokes
drift is labeled uS� and the mean velocity is U� � û� � uS�. When vertically integrated, the results here are
in agreement with past literature.

Surface wind stress is empirical, but transfer of the stress into the water column is a function derived in
this paper. The wave energy equation is derived, and terms such as the advective wave velocity are weighted
vertical integrals of the mean velocity. The wave action equation is not an appropriate substitute for the
wave energy equation when the mean velocity is depth dependent.

1. Introduction

Mellor (2003, hereafter M03) produced an analysis
providing depth-dependent wave-current interaction
equations which, when vertically integrated, were in
agreement with the depth-integrated equations of
Longuet-Higgins and Stewart (1962, 1964, hereafter
L-HS), Phillips (1977), and others. Nevertheless, a com-
mentary by Ardhuin et al. (2008a) pointed to a discrep-
ancy in M03 for shallow water (kD ≅ 1) compared with
a case of unforced waves traversing a bottom with vari-
able topography. This led to a further discovery that,
with the M03 formulation, unforced waves with bottom
variations produced mean currents even for deep water
(say, kD ≅ 10), a physically unacceptable finding.

The present paper, although containing elements of
M03, abandons the a priori use of sigma coordinates;
characterization of waves derived for a flat bottom can
be misinterpreted in the sigma domain. Specific differ-
ences between M03 and the present paper are post-
poned to the summary in section 7.

A recent paper by Smith (2006), starting from the
vertically integrated equations of motion, explores the

interaction between wave momentum and current mo-
mentum; this has significant instructional value. McWil-
liams et al. (2004) and Ardhuin et al. (2008b) develop
equations for the current û�; their analyses are compli-
cated, and it is hard to see correspondence to the results
of the present paper. Here, we obtain depth-dependent
equations corresponding to the vertically integrated
equations of L-HS and Phillips (1977). There is empha-
sis on developing equations that are easily incorporated
into three-dimensional circulation models. It is shown
that these models as now coded require only the addi-
tion of depth-dependent stress radiation terms to the
momentum equation. Of course, a wave model is re-
quired to supply wave energy and wavenumber. The wave
model can also provide variables for a wave-sensitive
surface wind stress parameterization (Donelan 1990).
A finding in M03 and here is that transport of the sur-
face stress into the water column is supported by pres-
sure and turbulence, not turbulence alone as, for ex-
ample, in Mellor and Yamada (1982), Large et al.
(1994), and many other papers.

Section 2 contains the derivation of the continuity
and momentum equations that includes waves. Use is
made of an elemental control volume bounded by ma-
terial surfaces vertically and surfaces normal to the Car-
tesian coordinates horizontally. Current plus wave ve-
locities—set equal to the standard linear solutions—are
used to evaluate the continuity and momentum bal-
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ances for the elemental control volume and the results
are phase averaged. Special care is required to evaluate
the balance of pressure forces following closely the rea-
soning of L-HS. Section 3 deals with the vertical trans-
port of surface wind stress. The wave energy equation is
presented in section 4. The transformation of the Car-
tesian equations to a sigma coordinate version is in sec-
tion 5. In section 6, the aforementioned wave-current
interaction case of Ardhuin et al. (2008a) is discussed;
unlike M03, there is agreement with their results and
the results of this paper.

2. Derivation in Cartesian coordinates

To construct equations that include wave motions,
the waves are conventionally represented by the linear
irrotational solutions for elevation �̃, velocity (ũ�, w̃),
and kinematic pressure p̃ (dynamic pressure divided by
a reference water density, �0), as follows:

�̃ � a cos�, �1a�

�ũ�, w̃� � kac�k�

k

coshk�z � h�

sinhkD
cos�,

sinhk�z � h�

sinhkD
sin��,

�1b�, �1c�

p̃ � kac2
coshk�z � h�

sinhkD
cos� � ga

coshk�z � h�

coshkD
cos�.

�1d�

The Cartesian coordinates are (x	, z), where Greek sub-
scripts � or 	 denote horizontal coordinates; the verti-
cal coordinate z is positive upward from the sea surface.
In (1), 
 � k	x	 � � t; k	 and � are directional wave-
number and frequency, such that � �  � k	Û	 and
k � |k	 |;  is the intrinsic frequency and Û� is the Doppler
velocity; a is wave amplitude; c � /k is the phase
speed; h is the bottom depth; and �̂ is the mean surface
elevation. The wave elevation is defined by (1a) and
� � �̂ � �̃. The water column mean depth is D � �̂ �
h. The change from the first to the second form in (1d)
uses the dispersion relation 2 � gk tanhkD and is
an example of similar manipulations below. Note that
p̃(�̂) � g�̃.

The vertical locations of material surfaces are

s�x, y, z, t� � z � s̃, s̃ � a
sinhk�z � h�

sinhkD
cos�.

�2a�, �2b�

Equation (2b) is obtained from �s̃/�t � w̃. The vertical
derivatives are

sz �
�s

�z
� 1 � s̃z, s̃z � ak

coshk�z � h�

sinhkD
cos�,

�3a�, �3b�

and the horizontal derivatives are

s� �
�s

�x�

� s̃� � �ak
sinhk�z � h�

sinhkD
sin�. �4a�, �4b�

Note that, at z � �̂, (2b) yields s̃ � a cos
 � �̃, whereas
at z � �h, s̃ � s̃� � 0.

In the derivation of the above equations, ka, �h/�x�,
�a/�x�, and �k	/�x� are assumed to be small. In the fol-
lowing nonlinear analyses, the same quantities are also
assumed to be small (properly nondimensionalized on a
representative k and ). In particular, we note that
terms additional to (1) and therefore (2), (3), and (4)
that account for bottom slope are proportional to
ka(�h/�x�). To obtain this scaling, start with the linear
irrotational wave equations; then expand the potential
function using the small parameter, � � �h/�x. The low-
est-order solutions are (1a)–(1c) and the next order that
satisfies a nonzero but small bottom slope yields the
aforementioned scaling. Further analysis, or indeed in-
tuition, reveals that a more specific parameter is
ka(�h/�x)/sinhkh because for deep water, the bottom
slope should not be a factor in the description of surface
gravity waves. Toward the final nonlinear equations de-
rived below, terms of order (ka)4 are neglected relative
to retained terms of order (ka)2. For variable topogra-
phy, it is assumed that (ka)2[(�h/�x)/sinhkh]2 is small;
this could be a problem for small kh; however, see sec-
tion 6.

The integral control volume equation for mass con-
servation (density is constant) is

� u̇knk dA � 0, �5�

where nk � (n�, nz) is the unit vector normal to elemen-
tal surfaces dA of the control volume. The velocity u̇k is
relative to moving boundaries of the control volume.

The horizontal components of the integral momen-
tum equation is

�

�t �u� dV � �u�u̇knk dA � ����zfzu� dV � �� �p

�x�

dV � ��� dA. �6�
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The elemental volume is dV, and ��� dA represents mo-
mentum transfer by pressure and turbulence as de-
scribed in section 3. (The form ��p/�x� dV will be more
convenient than the equivalent �pn� dA.)

a. The velocity terms

Velocity components are divided such that

u��z, s, t� � û��z� � ũe��s, t�,

w�z, s, t� � ŵ�z� � w̃e�s, t�, �7a�, �7b�

where (û�, ŵ) are defined to be “current” velocities that
vary on spatial and temporal scales that are large com-
pared to k�1 and �1. The wave velocities are extrap-
olated from z to z � s̃ such that

ũe��s, t� � ũ��z, t� �
�ũ�

�z �zs̃, w̃e�s, t� � w̃ �
�w̃

�z�zs̃.

�8a�, �8b�

Equations (7) together with (8) are not novel; it is ac-
cepted that the absolute velocity on the crest of a wave
exceeds the absolute velocity in the trough—a fact that
is intrinsic to Stokes drift. The wave velocities [Eqs.
(8a) and (8b)] and material surfaces [Eqs. (2a) and
(2b)] are schematically shown in Fig. 1.

Overbars will represent phase averaging: ( ) �
(2�)�1�2�

0 ( )d
 (so that, e.g., cos
 � sin
 � 0, cos2
 �
sin2
 � 1/2, cos
 sin
 � 0, etc.).

Consider a control volume bounded by the surfaces, x,
x � �x; y, y � �y and s, s � sz�z. On the s surfaces, the
unit vectors are (n	, nz) � (s	, �1 � s2

	) ≅ (s	, 1 � s2
	 /2).

Applying (5) to this control volume and phase averag-
ing, one obtains

�

�x�

�u�sz� �
�

�z
��w � u�s̃��sz� � 0, �9�

after �x�y�z has been factored out of the equation.
Notice that (�f/�s)�s � (�f/�z)(�z/�s)sz�z � (�f/�z)�z.

Now u�sz � (û� � ũe�)sz � û� � ũe�sz, so that

u�sz � û� � uS�, �10a�

where

uS� � ũe�sz � �ũ� �
�ũ�

�z
s̃��1 � s̃z� �

�ũ�s̃

�z
�10b�

is the Stokes drift. Thus, the Stokes drift is the product
of the phase-averaged horizontal component of the ex-
trapolated velocity, ũ� � (�ũ�/�z)zs̃, and the flow area,
(1 � s̃z)�z�y (if � � x). This is illustrated in Fig. 1.
Further, using (1b) and (2b),

uS� �
�ũ�s̃

�z
�

�ka�2c

2
k�

k

cosh2k�z � h�

sinh2kD

�
2k�E

c

cosh2k�z � h�

sinh2kD
. �10c�

The latter form uses the dispersion relation 2 � kg
tanhkD and the definition of wave energy E � g�̃2 �
ga2/2 [see (A.8)]. For deep water, uS� � (2k�E/c)
exp[2k(z � �̂)].

For the second term in (9),

�w � u�s̃��sz � �ŵ � w̃e�sz � ŵ,

because, using (7a), (8a), (3), and (4), u	s̃	sz � 0. Now
define

U� � û� � uS�, W � ŵ �11a�, �11b�

(the last substitution for cosmetic uniformity). There-
fore, the continuity Eq. (9), is simply

�U�

�x�

�
�W

�z
� 0. �12�

The momentum Eq. (6) applied to the same control
volume as above and for the horizontal advective and
Coriolis portions of (6) are

ADV �
�

�t
�u�sz� �

�

�x�

�u�u�sz� �
�

�z
��w � u�s��u�sz�

� ���zfzu�sz, �13�

after phase averaging and factoring out �x�y�z.
The velocity in the first (tendency) term and last (Co-

riolis) term of (13) is U� as determined in (10a) and
(11a). Now consider the second bracketed term,

FIG. 1. A flow schematic. The solid lines are material surfaces.
Due to increased velocity magnitude and increased flow area, the
volume flow magnitude below crests exceeds that below troughs,
resulting in Stokes drift.
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u�u�sz � �û� � ũe���û� � ũe��sz

� û�û� � û�ũe�sz � û�ũe�sz � ũ�ũ�,

or

u�u�sz � U�U� � ũ�ũ�. �14�

In arriving at (14), a term of order (ka)4 relative to
terms of order (ka)2 has been neglected. For the third
bracketed term in (13),

�ŵ � w̃e�u�sz � u�s̃�u�sz � ŵszu� � WU�. �15�

Using (14) and (15), (13) may be written as

ADV �
�

�t
�U�� �

�

�x�

�U�U� � ũ�ũ�� �
�

�z
�WU�

� ���zfzU�. �16�

b. The pressure terms

Dealing with the pressure term in (6) is complicated.
From the vertical component of momentum, we have

�p

�z
�

�w̃2

�z
�

�w̃

�t
� g � 0.

For the region �h � z � �̂, the mean hydrostatic equa-
tion is

�p̂

�z
�

�w̃2

�z
� g � 0. �17�

After integration, (17) yields

p̂ � w̃2 � g�z � �̂� � patm; �h � z � �̂. �18�

Equations (17) and (18) were derived by L-HS and
Phillips (1977). The kinematic atmospheric pressure
(divided by the reference water density) is patm. [As a
check, p̂(�̂) � w̃2(�̂) � patm is obtained by applying the
integral momentum equation to a thin control volume
that includes the air–sea interface.]

In M03, the wave pressure field was treated similarly
to the velocity as in (7) and (8) and as illustrated in
Fig. 1, where the velocity field fills the entire region,
� � z � �h, but a similar interpretation is not possible
for wave pressure given by (1a) and (1d); see Fig. 2.
Note that p̃(�̂) � g�̃ � 0, so that wave pressure is nil at
the surface. In the shaded region of Fig. 2, denoted by
�| �̃| � z � �̂ � | �̃| , the pressure is evidently hydro-
static, as noted by L-HS, and the entire field can be
described by

p � p̂ � p̃e, p̃e � �g�� � z�, �|�̃| � z � �̂ � |�̃|

p̃�z�, �h � z � �̂,

�19a�, �19b�

where p̂(z) is given by (18) and p̃(z) by (1d). In a
trough, overlapping regions as given by (19) are con-
ceptually unattractive but are nevertheless dictated by
(1a) and (1d).

Because p̂ and p̃ are functions of z (and not s), the
phase-averaged contribution of �p̃(z)/�x� for �h � z �
�̂ is nil. However, in the region �| �̃| � z � �̂ � | �̃| , a
phase-averaged integral of (19) exists and is

�
�̂

�̂��̃

g�� � z� dz � g
�̃2

2
�

E

2
at z � �̂, �20�

so that using (18),

�p

�x�

�
�p̂

�x�

�
�ED

�x�

�
�

�x�

�g� � w̃2 � patm � ED�, �21�

where a modified Dirac delta function is defined such
that

ED � 0 if z 	 �̂ and �
�h

�̂�

ED dz � E
2. �22�

[In a finite difference rendering of ED, the top vertical
layer of incremental size, � z—and only the top layer—
would be occupied by �ED/�x	 � (� z)�1�(E/2)/�x	.]

c. The phase-averaged momentum equation

Inserting (16) and (21) into (6)—after factoring out
�x�y�z—yields

FIG. 2. The pressure field. Below z � 0 (here �̂ is set to zero),
solid lines are contours of constant pressure (solid lines are posi-
tive p̃, dashed lines are negative) according to (1d), which, at
z � 0, supports hydrostatic pressure in the shaded regions; i.e.,
p̃(z � 0) � g�̃.

2590 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 38



�

�t
�U�� �

�

�x�

�U�U�� �
�

�z
�WU�� � ���zfzU� � �� �̂ �b

�x�

dz �
�

�x�

�g�̂ � patm� �
�

�x�

S�� �
���

�z
, �23�

where

S�� � ũ�ũ� � �����w̃2 � ED�, �24a�

which is implicit in the L-HS derivation after vertical
integration.

As in M03, it is convenient to define the following
terms:

FSS �
sinhk�z � h�

sinhkD
, FCS �

coshk�z � h�

sinhkD
,

FSC �
sinhk�z � h�

coshkD
, FCC �

coshk�z � h�

coshkD
.

{For deep water (kD k 1), FSS � FCS � FSC � FCC �
exp[k(z � �̂)].} Then, substituting (1) into (24a) yields

S�� � kE�k�k�

k2 FCSFCC � ���FSCFSS� � ���ED.

�24b�

In (23), the buoyancy term, where b � g�̂/�0, has
been added; it could have been included in (13),
but was omitted to simplify the subsequent discussion.
It is assumed that the waves are not affected by buoy-
ancy, or more precisely, that N2/2 K 1 in regions oc-
cupied by waves; N2 � ��b/�z is the Brunt–Väisälä
frequency.

Note that ��̂
�h S�	 dz � E[(k�k	/k2)(cg/c) � ��	(cg/c �

1/2)] as in Phillips (1977).

3. Vertical wind stress transport

Thus far, the surface wind pressure has not been con-
sidered. However, the horizontal (kinematic) surface
wind stress ��(�̂) can be divided into a turbulence-
viscous part or skin friction �T�(�̂) and a pressure part
or form drag �P�(�̂); that is,

����̂� � �T���̂� � �P���̂�, �T���̂� � KM

�U�

�z �z��̂

, �P���̂� � p̃w�̃

��̃

�x�

, �25a�, �25b�, 25c�

where KM is an empirical momentum mixing coeffi-
cient. The dynamic stress �w��, where �w is seawater
density, is continuous across the air–sea interface. The
form of (25b), although conventional, is problematic
and is subject to further research.

The component of the wind pressure fluctuation that
correlates with ��̃/�x� in (25c) is p̃w�̃ � pw0 sin
, and its
subsurface continuation is p̃w(z) � pw0FCC sin
 in (1d)
[which for horizontally homogeneous, deep water is im-
plicit in a formula in Weber (1983), albeit expressed in
Lagrangian coordinates]. The subsurface continuation
of ��̃/�x� is (4), so that

�P��z� � pw0FCC sin�s̃� � pw0 sin�
��̃

�x�

FCCFSS

or

�P��z� � pw�̃

��̃

�x�

FCCFSS, �26�

and it conforms to (25c) at z � �̂. The surface stress
pw�̃ ��̃/�x� is empirical; however, the transport of this
pressure stress into the water column is now a known
function, unlike turbulence transport.

On sufficiently rough stationary surfaces, form drag
dominates over skin friction (Schlichtng 1979), and this
is assumed to prevail over wave surfaces by Smith
(2006), Donelan (1999), and others for wind speeds
greater than some threshold value (3 to 5 m s�1). On
the other hand, Janssen (1989) indicates that form drag,
or “wave-induced stress,” dominates only for young
waves (cp/u* ≅ 5, where cp is the spectral peak phase
speed and u* is the friction velocity), while skin friction
dominates for old waves (cp/u* ≅ 25).

4. The wave energy equation

The wave energy equation is derived in appendix A
and is

�E

�t
�

�

�x�

��cg� � uA��E� � �
�h

�̂

S��

�U�

�x�

dz � SW � SDiss. �27�

NOVEMBER 2008 M E L L O R 2591



The terms on the right must be determined empirically;
the first is a wind source term and the second term is
dissipation.

The energy advective velocity, as defined in appendix
A, is

uA� � k�
�h

�̂

r�z�U� dz,

r�z� � �FCCFCS � FSSFSC�
2 � FSSFCS �28a�, �28b�

and r(z) is a weight factor biasing the evaluation of uA�

toward the surface velocity and k��̂
�h r(z) dz � 1. [In

deep water, r � 2 exp2k(z � �̂).]
It has been suggested that instead of using the wave

energy Eq. (27), the wave action equation—conven-
tionally used in many models—be adopted, the pre-
sumption being that the third term on the left of (27)
would neatly disappear. However, because U� is not
vertically constant, the wave action equation would be
insensitive to vertical profiles of U	, unlike (27). The

wave action equation is derived in appendix B with
vertical velocity gradients included.

Appendix B also contains Eqs. (B.4a) and (B.5),
which can be solved along with (27) and (28) to provide
the intrinsic frequency and wavenumber. Alternatively
for steady flow, the “encounter frequency” � is spa-
tially constant according to (B.2), and the simpler Eqs.
(B.1), (B.3), and the dispersion relation can be used.

5. The sigma equations

The relation between the vertical Cartesian and
sigma (using � instead of ) coordinate is

z � �̂ � �D. �29�

Transforming (12) to sigma coordinates, we have

�DU�

�x�

�
�

��
�

��̂

�t
� 0, �30�

and for (23)

�

�t
�DU�� �

�

�x�

�DU�U�� �
�

��
�U�� � ���zfzDU� � D

�

�x�

�g�̂ � patm� � D�
�

0 �D
�b

�x�

� �
�D

�x�

�b

��� d� �

�D
�S��

�x�

� �
�D

�x�

�S��

��
�

���

��
. �31�

The definition of S�	 remains the same as in (24b),
noting that (z � h) � D(1 � �). The term � is a velocity
normal to sigma surfaces and �(�̂) � �(�h) � 0.

6. The case posed by Ardhuin et al.

As mentioned previously, this paper was stimulated
by Ardhuin et al. (2008a), who cited a solution from a
multimode model by Belibassakis and Athanassoulis
(2002) in which currents and waves were unidirectional
and propagated into a straight entry channel of 6-m
depth, which smoothly transitioned to a straight exit
channel of 4-m depth. Although the algorithm was
complicated, the solution was simple and deemed ac-
curate. The wave frequency was selected so that kD
varied from 1.10 to 0.85, a shallow-water case; the
group velocity was nearly constant and so was the wave
energy (see Fig. 3.4 in Phillips 1977). They pointed out
that the radiation stress terms in M03 produced a ver-
tical gradient of mean velocity greater than zero, con-
trary to that of the multimode solution.

From the discussion in section 2, some error is to be
expected for finite �h/�x. However, the results of this
paper now agree with the multimode solution because,

for the steady, unidirectional, irrotational case of
Ardhuin et al., we have from (23)

�

�x
�UU� �

�

�z
�WU�� �

�

�x
�g�̂� � �

�Sxx

�x
,

and from (24b)

Sxx � kE�FCSFCC � FSCFSS� � kE
2

sinh2kD
,

because cosh2k(z � h) � sinh2k(z � h) � 1. Thus, the
vertical structure vanishes as in the multimode solution;
the radiation term is balanced by the hydrostatic pres-
sure gradient (in the 6- to 4-m transition section there
must be some nonhydrostatic effects). The singular term,
ED in (24b), is excluded because �E/�x ≅ 0 in this case.

Thus, there is a good possibility that the equations in
this paper do apply to shallow water for kD � 1 (where,
realistically, viscous-turbulence effects should not be
ignored).

7. Summary

The above results differ from M03 in several ways.
Horizontal derivatives of bottom depth were retained
in the M03 equivalent of (4), which is inconsistent with
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the derivation of (1) based on a flat bottom. The terms
w̃2 and ED were missing in the M03 version of (24a) and
a p̃ � s̃� correlation term erroneously substituted. The
derivation and definition of U� to include currents and
Stokes drift is unchanged. An important consequence
here is that for large kD, the momentum equation is
not sensitive to finite �h/�x� as was the M03 version.
For kD � 1, some discrepancy relative to the case
posed by Ardhuin et al. (2008a) is expected, but in fact
the discrepancy is nil.

The terms ũ�ũ	, w̃2, and ED in (24a) are, in vertically
integrated form, the same as those in the derivations of
Longuet-Higgins and Stewart (1962, 1964) and Phillips
(1977).

Stokes drift, given by (10c), is the same as the result
from the Lagrangian determination, uS� � ũ� � (�ũ�/
�x)x̃ � (�ũ�/�z)z̃, where x̃ � �ũdt and z̃ � �w̃dt.

The basis for a coupled wave-circulation model are, in
summary, provided by Eqs. (12), (23), (24), (26), (27),
and (28). Empirical knowledge is needed for �T�, SW

and SDiss. The equation for mean temperature, �T/�t �
�(U	T)/�x	 � �[KH(�T/�z)]/�z—or any other scalar—
appropriately uses U	 � û	 � uS	 as the advective ve-
locity.

For a practical wave model, Eqs. (27) and (28) should
be extended so that wave energy is dependent on wave-
number or frequency and wave propagation directions.
Existing third-generation wave models (e.g., Tolman
1991) might be modified to conform to (27) and (28).
Alternatively, a conforming, somewhat simplified wave
model has been created (Mellor et al. 2008) and has
since been coupled with the Princeton Ocean Model.
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APPENDIX A

Derivation of the Energy Equation

The derivation of the wave energy equation, which
contains depth-independent variables, is complex.
Thus, using �uk/�xk � 0, the product of ui and �ui/�t �
uk�ui/�xk � �(p � gz)/�xi � ��	/�z is

�ui
2
2

�t
�

�

�x�

�u��ui
2
2 � p � gz�� �

�

�z
�w�ui

2
2 � p � gz�� � u�

���

�z
. �A.1�

Integrate from z � �h to z � � and use w(�) � u	(�)��/�x	 � ��/�t and w(�h) � �u	(�h)�h/�x	. Assuming that
��̂/�t K ��̃/�t, we have after phase averaging

�

�t���h

� ui
2

2
dz � g

�̃2

2 	�
�

�x�
�

�h

�

u��ui
2

2
� gz � p� dz � �

�h

�

u�

���

�z
dz � pw�

��̃

�t
. �A.2�

The surface wind pressure is pw� as in section 3, and the
last term on the right is the rate of work done by wind
pressure.

It should be noted that velocity terms on the left of
(A.2) are dominated by the wave components and that
this discussion could be shortened by simply discarding

current and Stokes contributions. Alternately, the inte-
grals could be divided into integrals from �h to �̂ and
�̂ to � (Phillips 1977); evaluating the velocity terms
proved complicated. As a reasonable approximation,
replace the velocity integrals in (A.2) so that

�

�t���h

�̂ ui
2

2
sz dz � g

�̃2

2 	�
�

�x�
��

�h

�̂

u�sz�ui
2

2
� gs� dz � �

�h

�̂

u�p dz � �
�̂

�

u�g�� � z� dz	�

�
�h

�̂

u�

���

�z
dz � pw�

��̃

�t
. �A.3�

Notice that ��
�h dz � ��̂

�h sz dz � �̂ � �̃ � h, so that the
role of sz is to span the entire vertical range even though

the upper limit has been changed. Because the pressure
terms differ analytically in the regions �h � z � �̂ and
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�| �̃| � z � �̂ � | �̃| as given by (19), the pressure
integrals are similarly divided.

Next, evaluate the terms in (A.3). Thus,

ui
2sz

2
�

û�
2

2
� û�ue�sz �

ũei
2

2
�

û�
2

2
� û�uS� �

ũi
2

2
.

After substituting û� � U� � uS�,

ũi
2sz

2
�

U�
2

2
�

ũi
2

2
. �A.4a�

In the above, a term of order (ka)4 has been expunged.
Similarly,

u�

ui
2

2
sz � U��U�

2

2
�

ũ�
2

2 � � U�ũ�ũ� �A.4b�

and

u�p � �û� � ũe�sz�p̂ � ũe� p̃ � U� p̂ � ũ� p̃,

where (û	 � ũe	sz) ≅ U	, so that using (18),

u�p � U���w̃2 � g��̂ � z� � patm� � ũ� p̃.

�A.4c�

Finally,

�
�̂

�̂��̃

u�g�� � z� dz � û�ED ≅ U�ED. �A.4d�

Substituting U	ED for û	ED introduces an error of or-
der (ka)4.

Inserting (A.4) into (A.3) yields
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2

2
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2 � dz � g
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�
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�U��g�̂ � gs̃s̃z � patm� � U�S�� � ũ� p̃� dz � �
�h

�̂
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���

�z
dz � pw�

��̃

�t
, �A.5�

where g(ssz � z) � gs̃s̃z and S�	 is defined in (24).
Next, the product of U� and (23) yields a mean flow (current plus Stokes) energy equation:
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2
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2
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�h

�̂
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�x�
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�h

�̂

U�

���

�z
dz. �A.6�

Subtracting (A.6) from (A.5) gives
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2
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U�� ũi
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2
� s̃s̃z� dz � �
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S��
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dz � �
�h

�̂

ũ� p̃ dz	� �pw�

��̃
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� �
�h

�̂
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�z
dz � �
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dz. �A.7�

The wave energy emerges as

E � �
�h

�̂ ũi
2

2
dz � g

�̃2

2
. �A.8�

The two terms on the right are equal and E � ga2/2.
The pressure–velocity correlation is important be-

cause

�
�h

�̂

ũ� p̃ dz � k�
�h

�̂

FCSFCC dz�ck�

k

ga2

2 � � cg�E,

�A.9a�

where cg � (c/2)(1 � 2kD/sinh2kD) is the group speed
and cg	 � k	cg/k. An energy advective velocity is de-
fined such that

uA� � E�1�
�h

�̂

U��ũi
2

2
� s̃s̃z� dz

or

uA� � k�
�h

�̂

U���FCCFCS � FSSFSC�
2 � FSSFCS� dz

�A.9b�

as in (28). The terms in square brackets integrate to
unity so that it is a weighting factor; in deep water it
selects the near-surface wave portion of U	 as contri-
butions to uA	.

Inserting (A.8) and (A.9) into (A.7) yields
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�E

�t
�

�

�x�

��cg� � uA��E� � �
�h

�̂

S��

�U�

�x�

dz � SW � SDiss �A.10�

as in (27). Here, SW is the wind energy source defined below and SDiss is dissipation.

Wind energy source

Recall that in (25) the total surface stress has two parts, the turbulence part given by (25b) and the pressure part
given by (25c). For the latter, u	��P	/�z � û	��P	/�z, to which we add the term p(�̃)��̃/�t from (A.7). Recalling
that U	 � û	 � uS	, we have

�pw�

��̃

�t
� �

�h

�̂

uS�

��P�

�z
dz � pw�

��̃

�x�
�c� �

k�k�

k2 Û� � �
�h

�̂

uS��FSCFSS � FCCFCS�k dz�, �A.11�

where we have used ��̃/�t � �(�k	/k2)��̃/�x	 and � �
 � k�Û�. The last term in (A.11) is order (ka)2 smaller
than the phase speed, and the wave energy forcing can
be represented by [c	 � (k�k	/k2)Û�]pw���̃/�x	. There-
fore,

SW � �c� �
k�k�

k2 Û��pw�

��̃

�x�

, �A.12�

and, presumably

SDiss � ��
�h

�̂

�ũ� � uS��
��T�

�z
dz. �A.13�

Generally, |Û	| K |c	| ; otherwise, Û	 � uA	 should be
a good approximation.

APPENDIX B

Derivation of the Wave Action Equation

a. Wave kinematics

The relation between absolute frequency �, intrinsic
frequency , wavenumber vector k	 � (kx, ky), and the
Doppler velocity Û�, is

� � � � k�Û�. �B.1�

From the definition of phase, 
 � k�x� � �t,

�k�

�t
�

��

�x�

� 0, �B.2�

�k�

�x�

�
�k�

�x�

� 0. �B.3�

Using (B.1) in (B.2), where  � (k, D), the relations
�k/�x� � (k	/k)�k	/�x�, cg	 � (k	/k)(�/�k), and (B.3),
one obtains a wavenumber equation:

�k�

�t
� �cg� � Û��

�k�
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� �
��
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� k�
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�B.4a�

or
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�t
� �cg� � Û��

�k

�x�

� �
k�

k

��

�D

�D

�x�

�
k�k�

k

�Û�

�x�

.

�B.4b�

Forming �/�t � cg	�/�x	, using  � (k, D) again and
(B.4b) and canceling two equal but opposite terms con-
taining �D/�x	, yields the intrinsic frequency equation

��

�t
� �cg� � Û��
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��
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�k�k�
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� Û�
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�x�

	. �B.5�

When specialized to depth-independent currents,
(B.4b) and (B.5) are the same as those in Bretherton
and Garrett (1969, their appendix) and Tolman (1991).

From the dispersion relation, 2 � gk tanhkD,
�/�D � (/D)(cg/c � 1/2), and from the continuity
equation,

�D

�t
� U�

�D

�x�

� �D
�U�

�x�

, �B.6�

where

U� �
1
D �

�h

�

U��z� dz �B.7�

is the vertically averaged current. Inserting (B.6) into
(B.5), one obtains
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D
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�. �B.8�
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b. The wave energy and action equations

Excluding the right side of (27) or (A.10), we have
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��cg� � uA��E� � �
1
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�h

�
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dz. �B.9�

The wave action equation is
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Substituting (B.8) and (B.9) into (B.10), one has
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1
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�B.11�

We have approximated Û	 � uA	 in the left side of
(B8); otherwise, the final result in (B.11) will contain
additional terms proportional to Û	 � uA	.

Now an integral of (24b) (Phillips 1977) is

1
�D �

�h

�

S�� dz �
E

�

cg

c

k�k�

k2 �
E

� �cg

c
�

1
2����. �B.12�

If U	(z) is vertically constant and equal to U	 and Û	,
then the horizontal current gradient in the first term on
the right of (B.11) can be taken outside of the integral,
so that all of the terms on the right of (13) cancel (Mei
1983) and one obtains the conventional wave action
equation. But, generally, in a three-dimensional ocean,
U	(z) � Û	 � U	.

REFERENCES

Ardhuin, F., A. D. Jenkins, and K. A. Belibassakis, 2008a: Com-
ments on “The three-dimensional current and surface wave
equations.” J. Phys. Oceanogr., 38, 1340–1350.

——, N. Rascle, and K. A. Belibassakis, 2008b: Explicit wave-
averaged primitive equations using a generalized Lagrangian
mean. Ocean Modell., 20, 35–60.

Belibassakis, K. A., and G. A. Athanassoulis, 2002: Extension of
second-order Stokes theory to variable bathymetry. J. Fluid
Mech., 464, 35–80.

Bretherton, F. P., and C. J. R. Garrett, 1969: Wavetrains in inho-
mogeneous moving media. Proc. Roy. Soc. London, A302,
529–554.

Donelan, M. A., 1990: Air–sea interaction. The Sea, B. LeMe-
haute and D. M. Hanes, Eds., Vol. 9, Ocean Engineering
Science, Wiley Interscience, 239–292 pp.

——, 1999: Wind-induced growth and attenuation of laboratory

waves. Wind-over-Wave Couplings, S. G. Sajjadi, N. H.
Thomas, J. C. R. Hunt, Eds., Clarendon Press, 183–194.

Janssen, P. A. E. M., 1989: Wave-induced stress and the drag of air
flow over sea waves. J. Phys. Oceanogr., 19, 745–754.

Large, W. G., J. C. McWilliams, and S. C. Doney, 1994: Oceanic
vertical mixing: A review and a model with nonlocal bound-
ary layer parameterization. Rev. Geophys., 32, 363–403.

Longuet-Higgins, M. S., and R. W. Stewart, 1962: Radiation stress
and mass transport in gravity waves, with application to “surf-
beats.” J. Fluid Mech., 13, 481–504.

——, and ——, 1964: Radiation stresses in water waves; a physical
discussion with applications. Deep-Sea Res., 11, 529–562.

McWilliams, J. C., J. M. Restrepo, and E. M. Lane, 2004: An as-
ymptotic theory for the interaction of waves and currents in
coastal waters. J. Fluid Mech., 511, 135–178.

Mei, C. C., 1983: The Applied Dynamics of Ocean Surface Waves.
John Wiley & Sons, 740 pp.

Mellor, G., 2003: The three-dimensional current and surface wave
equations. J. Phys. Oceanogr., 33, 1978–1989.

——, and T. Yamada, 1982: Development of a turbulence closure
model for geophysical fluid problems. Rev. Geophys. Space
Phys., 20, 851–875.

——, M. A. Donelan, and L.-Y. Oey, 2008: A surface wave model
for coupling with numerical ocean circulation models. J. At-
mos. Oceanic Technol., 25, 1785–1807.

Phillips, O. M., 1977: The Dynamics of the Upper Ocean. Cam-
bridge University Press, 336 pp.

Schlichting, H., 1979: Boundary Layer Theory. 7th ed. McGraw-
Hill, 817 pp.

Smith, J. A., 2006: Wave-current interactions in finite depth. J.
Phys. Oceanogr., 36, 1403–1419.

Tolman, H. L., 1991: A third-generation model for wind waves on
slowly varying, unsteady, and inhomogeneous depths and
currents. J. Phys. Oceanogr., 21, 782–797.

Weber, J. E., 1983: Steady wind- and wave-induced currents in the
open ocean. J. Phys. Oceanogr., 13, 524–530.

2596 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 38




