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A Gulf Stream Model and an Altimetry Assimilation Scheme 
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A continuous data assimilation scheme and a multilayer, primitive equation, numerical model are 
described. The model is an eddy-resolving, coastal ocean model that has been extended to include the 
Gulf Stream region. It has complete thermohaline dynamics, a bottom-following, sigma, vertical 
coordinate system, and a coastal-following, curvilinear orthogonal, horizontal coordinate system. 
Calculated model fields are used to provide a model climatology and correlations between subsurface 
temperature and salinity anomalies and surface elevation anomalies. An optimal interpolation method, 
the surface to subsurface correlations, and estimated model and data errors are the basis of the 
assimilation technique. Altimetry anomaly data extracted from the model calculations according to the 
Geosat orbital schedule are used to test the assimilation scheme and to provide nowcasts and 
forecasts. Sensitivity studies are performed to test the effects of various parameters of the scheme. It 
is found that the scheme is less efficient in the shallow continental shelf area than in the deeper regions 
of the model. The results show significant nowcast skill, with area-averaged rms error for surface 
elevation and subsurface properties of about 40-50% of the corresponding error of the unassimilated 
case. Good forecast skill, better than persistence, is demonstrated for 10-20 days; there is little skill 
after 30-40 days. Increasing the density of the satellite altimetry data (especially by decreasing the 
separation distance between tracks) should decrease the nowcast rms error to about 15% and improve 
the forecast. 

1. INTRODUCTION 

Data assimilation into numerical ocean models is now an 

active field of research. Attention has been directed toward 

the use of satellite altimetry data since it promises continu- 
ous, global coverage. Most of the research to date has 
involved numerical ocean models with either very few layers 
[Kindle, 1986] or quasi-geostrophic dynamics [Holland and 
Malanotte-Rizzoli, 1989; Robinson et al., 1988, 1989; Vet- 
ton, 1990; White et al., 1990a, b, c]. The virtues of these 
models are that they are simple, they do not require large 
computational resources, and they can be used efficiently to 
research assimilation concepts and techniques. On the other 
hand, these models generally lack some degree of realism. 
For example, they inaccurately represent the important large 
topographical variability of the coastal regions, or they do 
not directly include temperature and salinity as prognostic 
variables. An exception is the study by Derbet and Rosati 
[ 1989], who assimilated temperature profile data from hydro- 
casts into a primitive equation model. Malanotte-Rizzoli et 
al. [1989] also used a primitive equation model (but without 
bottom topography) to explore sensitivity to the choice of 
variables used in initialization and assimilation. 

Primitive equation models may fall short of providing a 
realistic climatology. In the North Atlantic, Gulf Stream 
separation has been a problem [e.g., Thompson and 
Schmitz, 1989]; models tend to separate north of Cape 
Hatteras. However, in the long run it is probable that good 
nowcasts and forecasts will partially depend on the capabil- 
ities of the numerical model to generate realistic climatolo- 
gies and realistic statistics at scales comparable to the 
Rossby radius. 

Data assimilation schemes vary. Robinson et al. [1988, 
1989] primarily use satellite sea surface temperature (SST) 
fields to locate the Gulf Stream and mesoscale eddies. They 
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then construct predetermined "feature models," in particu- 
lar, subsurface quasi-geostrophic stream function anomalies; 
outside of the anomaly regions, velocities are null. Spall and 
Robinson [1990] provide an interesting comparison between 
multilevel, primitive equation calculations with quasi- 
geostrophic calculations wherein both models are initialized 
with SST and subsurface feature model information. Hol- 

land and Malanotte-Rizzoli [1989] use a "nudging" tech- 
nique whereby surrogate altimetry data, obtained from a 
model control run, were interpolated to model time step 
intervals and the error between the surrogate data and the 
model data became a source term for the vorticity equation 
in the upper layer of their three-layer models. White et al. 
[1990c] use a simple optimal interpolation method to assim- 
ilate altimetry data into the upper layer stream function of a 
three-layer non-eddy-resolving model. Note that the latter 
feature will fail if the vertical resolution is indefinitely refined 
as noted by Berry and Marshall [1989]. 

In the present study we use a realistic primitive equation 
model which has a bottom-following, vertical sigma coordi- 
nate system and a coastal-following, horizontal curvilinear 
coordinate system. Temperature, salinity, velocity, and sur- 
face elevation are prognostic variables. A 1-year run of the 
model provides a model climatology, other model statistics, 
and correlations between subsurface property anomalies and 
surface elevation. This information is combined with an 

optimal interpolation scheme to assimilate altimetric surface 
elevation data. 

The plan of this paper is first to describe the dynamic 
model in section 2 and some of its statistical characteristics 

in section 3. Then, in sections 4 and 5 we obtain correlations 
between surface elevation and subsurface properties fol- 
lowed by a direct nowcast/forecast application for the case 
where complete areal coverage of elevation data is available. 
In section 6 the elevation data are subsampled according to 
the Geosat orbital schedule of ascending and descending 
tracks, and, in that context, the data assimilation scheme is 
described. Next, sensitivity to parameters of the assimilation 
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scheme is evaluated in section 7. Finally, the nowcast/ 
forecast skill of the model and assimilation scheme is eval- 

uated in section 8. Model calculations provide a surrogate 
"true" ocean or control ocean which also supplies surrogate 
altimetry track data for assimilation. The assimilated model 
is compared with the control ocean, and rms errors for 
surface elevation and subsurface properties are obtained. 

2. THE OCEAN MODEL 

The ocean model has been previously described in the 
literature [Blumberg and Mellor, 1983, 1987; Oey et al., 
1985a, b; Galperin and Mellor, 1990a, b]. We briefly note 
here that it is a sigma coordinate model; it has a free surface 
and a split mode time step. It solves the following equations 
for the ocean velocity Ui = (U, V, W), potential tempera- 
ture T, and salinity S: 

OSi/Ox i -- 0 

o o 1 

ot (u, v) + •x i [ui(u, v)] +f(-v, u) po 

OT 
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The hydrostatic approximation yields 

(2) 

(3) 

(4) 

fz n P - Po P -#(rl z)+ # dz 
Po Po 

(5) 

where p - p(T, S, p), r/is the free surface elevation, and P0 
is a reference density. The equations, after transformation to 
a sigma coordinate system (or = (z - rl)/(H + rl) where 
H(x, y) is the bottom topography), can be found in the 
papers cited above. In all previous applications the turbu- 
lence closure submodel of Mellor and Yamada [1982] was 
embedded in the numerical model and generally provides the 
vertical mixing coefficients K•t and K•. However, in this 
paper we deemphasize the surface mixed layer properties, 
and indeed, with 11 layers the mixed layer is only marginally 
resolved; we have therefore disabled the closure submodel 
and set K M and Kjv equal to 0.02 m 2 S -1 above depths of 50 
m and equal to 2 x 10 -5 below 50 m. We use a Smagorinsky 
horizontal diffusion formulation to evaluate the horizontal 

diffusion terms, (Fu, Fv), Fr and Fs in (2), (3), and (4), 
respectively. Further aspects of the horizontal diffusion 
associated with the sigma coordinate system are considered 
by Mellor and Blumberg [ 1985]. 

The model uses a curvilinear orthogonal grid shown in 
Figure la, and the bottom topography is in Figure lb. The 
model may be considered to be a coastal ocean model which 
has been extended seaward to include the Gulf Stream. The 

horizontal grid contains 45 x 121 points. The grid elements 
are variable; in the central Gulf Stream region, northeast of 
Cape Hatteras, typical along- and cross-stream grid sizes are 

17 km and 22 km, respectively. There are 12 sigma levels in 
the vertical. 

The total transports in and out of the model are fixed such 
that 30 sverdrups (Sv) enter at the Florida Straits and 40 Sv 
enter along the northern continental slope near 43øN [Mellor 
et al., 1982; Richardson, 1985; Hogg et al., 1986]. An 
additional 30 Sv are distributed along the model's southeast- 
ern boundary from 27øN to 32øN such that the vertically 
averaged inflow velocity is constant. The total of 100 Sv is 
allowed to exit the domain on the eastern boundary between 
36øN and 39øN. These inflow/outflow locations are identified 

in Figure l a. Internal velocities on most of the open lateral 
boundaries are governed by the Sommerfeld radiation con- 
dition (using a constant phase velocity approximately equal 
to that of the first baroclinic mode) and are therefore free to 
adjust geostrophically to the density field. The exceptions 
are the northern slope flow, where the internal inflow veloc- 
ity is fixed and is approximated as a barotropic flow, and the 
Florida Straits flow which is prescribed according to the 
Subtropical Atlantic Climate Studies (STACS) measure- 
ments [Leaman et al., 1987]. 

The surface boundary conditions are zero heat and salinity 
flux and steady climatological wind stress; however, the 
latter are not important to the dynamics of this limited 
region. At the lateral boundaries, temperature and salinity 
are upwinded such that boundary data are used only if the 
flow is into the model domain. The boundary data are taken 
from the climatology discussed above except on the Florida 
Straits where, again, STACS data are used. The model is 
initialized with climatological temperatures and salinities 

lo lo 

analyzed by Kantha et al. [1986] on a 30-level, • x • grid 
and then interpolated to the model grid. Figure 2 depicts the 
climatological temperature and salinity at the surface and at 
500 m. The model is then run for 10 days diagnostically 
(temperatures and salinities held constant) and then prog- 
nostically for 30 days. During this time the Gulf Stream 
narrows; after the 30 days, there are incipient meanders and 
eddy formation. 

3. MODEL CLIMATOLOGY AND OTHER STATISTICS 

After the initial adjustment of 40 days the model was run 
for 1 year. After the year and some months the separation 
point abruptly moves north of Cape Hatteras and the calcu- 
lations are no longer considered usable in the absence of data 
assimilation. (Recent experiments with higher vertical reso- 
lution and with surface heat flux included show significant 
improvement, maintaining realistic Gulf Stream separation 
for at least 5 years.) Synoptic model realizations will be 
discussed later in connection with assimilation results. The 

model "climatology" is therefore represented by year-long 
averages archived at 5-day intervals; henceforth, these cli- 
matological variables are denoted by angle brackets. Figure 
3 shows the climatological temperature and salinity at the 
surface, (T)(x, y, 0) and (S)(x, y, 0), and at 500 m; they 
may be compared to the observed climatology in Figure 2. 
The agreement between the model climatology and the 
observed climatology is generally good. There are differ- 
ences. First, there are somewhat larger surface temperatures 
in the model climatology than in the observed climatology; 
including realistic surface heat flux should improve the 
model climatology. Second, there are large surface salinity 
gradients in the observed climatology (at 31øN and 37øN, 
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Fig. I. (a) The curvilinear orthogonal model grid, where nonzero, total transport inflow/outflow boundary 
conditions are indicated. (b) The bottom topography of the model. The contour interval is 200 m and the heavy contour 
is the land boundary of the model at 20 m depth. 

Figure 2) which are absent in the model climatology (Figure 
3); this discrepancy is due to the lack of freshwater inflow in 
the present model. 

The climatological elevation (r/)(x, y) and total stream 

function (•)(x, y) are shown in Figure 4. Note the develop- 
ment of the northern recirculation gyre [Hogg et al., 1986] in 
the stream function and the permanent meander at 69øW in 
the surface elevation. The latter is often seen in IR SST maps 
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Fig. 2. The observed climatology used to initialize the model. (Left) The temperature and (right) the salinity at (top) 
the surface and (bottom) 500 m are shown. The contour intervals are IøC for temperature and 0.2 ppt for salinity. 
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Fig. 3. Same as Figure 2, but for the model climatology (i.e., 360-day average). 

of the Gulf Stream (P. Cornilion, personal communication, 
1990). Figure 5 shows velocity fields at the surface and at a 
depth of 2000 m; we select the latter to show the western 
boundary undercurrent developed by the model. The under- 
current is the deepwater continuation of the (40 Sv) flow 
imposed on the northeastern open boundary; the surface 
portion of this flow is entrained into the Gulf Stream. 
According to Thompson and Schmitz [1989] the undercur- 
rent may be an important factor in the separation of the Gulf 
Stream. 

The rms surface elevation anomaly and the eddy kinetic 
energy at the surface are shown in Figure 6. The maximum 

values of the rms elevation anomaly and the surface eddy 
kinetic energy (•-0.4 m and ---0.3 m 2 s -2, respectively) agree 
very well with observations [e.g., Richardson, 1983; Shum 
et al., 1990; Willebrand et al., 1990]. Note the rms elevation 
maxima at 73øW and at 79øW. The latter is located near the 

so-called "Charleston Bump" along the Florida shelf. 
Since the model is a coastal ocean model as well as an 

eddy-resolving open ocean model, it can be used to study the 
interaction between the variability of the Gulf Stream and 
that of the coastal region [Bane et al., 1988]. Thus Figure 7 
shows the area-averaged rms elevation anomaly for different 
regions of the model. Generally, in deeper regions closer to 
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Fig. 4. (a) The model climatology of surface elevation and (b) the total stream function. The contour intervals are 0.1 
rn and 107 m 2 s -1 , respectively. 
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Fig. 5. (a) The model climatology of surface velocity and (b) the 2000-m velocity. 

the Gulf Stream, larger variability is found. However, there 
are some events, such as day 90, that appear to affect all 
regions except the shelf simultaneously. These events are 
associated with periods of energetic meandering and warm 
core eddy formations. The main goal here, however, is to 
demonstrate the assimilation scheme described below, and 
we refer this discussion to future studies with an extended 

model domain and improved resolution. 
Knowledge of the time and length scales associated with 

the variability of the Gulf Stream is useful to a priori 
estimates of predictability time scales and is needed in the 
optimal interpolation scheme discussed below. Therefore 
the autocorrelations of the surface elevation have been 

calculated at every grid point in the cross-stream and in the 
along-stream direction. The differences between the average 
along-stream and the average cross-stream length scales are 
only about 15 km so that the spatial autocorrelations are 
calculated as the average of the autocorrelations in the four 
directions. For each of the grid points an e-folding time and 
length scale is found. The area-averaged time scale over the 
whole region is 22 days with a standard deviation of 9 days 

while the average length scale is 170 km with a standard 
deviation of 70 km. These scales are comparable to those 
found by Auer [1987]. The time and space scales vary 
significantly along the Florida Shelf, while smaller variations 
are found in the extension region of the Gulf Stream. In this 
paper we neglect these variations and use only the average 
length scales kf • = kf I = 170 km and time scale k; -• = 22 
days (see (A15b)). 

4. SUBSURFACE TO SURFACE CORRELATIONS 

We define the correlation factors, 

F • <8,/2) (6a) 

FT = </5 'r/2> (6b) 
<as an> 

Fs = (8V2> (6c) 
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Fig. 6. (a) The rms surface elevation anomaly and (b) the surface eddy kinetic energy, both of which are from the 
1-year model calculation. The contour intervals are 0.1 m and 0.05 m 2 s -2, respectively. 
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RMS SURFACE ELEVATION ANOMALY 

36 
........... A SHELF (20M-200M) 

B SLOPE (200M-1000110 
...... C RISE (!000M-4000110 

D DEEP (4000M-) 
30 

18 

12 

, , :% 

;" ,," '-,, ,., .,-,., h,-•, ', / I,.-,,'• .. ,• "" '" ,".,, • , 

: : ,, ,':• . : •' ::: : 

0 60 120 180 240 300 360 

TIME (DAY) 

Fig. 7. The rms elevation anomaly for different regions of the 
model: the continental shelf (20-200 m) (curve A), the continental 
slope (200-1000 m) (curve B), the continental rise (1000-4000 m) 
(curve C), the deep ocean (H > 4000 m) (curve D). 

and the correlation coefficients, 

CT=[(/iT2>(/i,i 2>] 1/2 (7b) 
(tis tin> 

Cs = [(/is 2>(/i,r/2>] 1/2 (7½) 
where/in = rt - (r t>, /ip = p- (p>, etc. 

The correlation coefficient C is plotted in Figure 8. Large 
portions of the domain exceed values of 0.8, particularly in 
the extension region of the Gulf Stream; values are lower in 
shallow water and near the open boundaries. There are 
relatively small vertical variations in the upper 1000 m. Note 
that if Iel-Ierl = Iesl = a, then 

/ip(x, y, z, t)= F(x, y, z) /iV(x, y, t) (8a) 

/iT(x, y, z, t)= Fr(x, y, z) /iV(x, y, t) (8b) 

/iS(x, y, z, t)= Fs(x, y, z) /iV(x, y, t) (8c) 

exactly. Equation (8a) is, of course, suggested by the hydro- 
static relation; in deep water, if the horizontal gradients of 
the pressure anomaly are small below some depth H0, then 
p•-I fHOo F dz - -1. 

Now the relation between density, temperature, and sa- 
linity in the model is constrained by the equation of state and 
by the inherent model T-S correlation such that/iT -- Tp/ip 
and/iS -- S p/ip where Tp and S p are derivatives of T and S 
with respect to p. If one assumes that these relations are 
exact, then one finds that 

Cs[ = IC (9) 
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The correlation coefficient C of (7) at (a) 100 m, (b) 200 m, (c) 500 m, and (d) 1000 m. The C = 0.8 contour 
is highlighted. 
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Fig. 9. (Left) The surface elevation and (right) the temperature at 200 m on day 235 of the year-long run (day 15 of 
the control ocean). (Top) Th• control ocean and (bottom) the nowcast, i.e., the diagnostic adjustment of the •l•vation 
to the temperature and salinity fi•lds obtained by (10), are shown. The area-averaged rms e•or for surface •l•vation is 
0.04 m. 

which is a simplification used in Appendix A. Actual evalu- 
ation of (7a)-(7c) using model results shows that (9) is a very 
good approximation except near singular surfaces in x-y-z 
space where $p = 0; however, there F s = O. 

5. A TEST OF THE SURFACE TO SUBSURFACE 
CORRELATION TECHNIQUE 

We first test the subsurface correlation technique alone. 
Thus we choose day 235 of the model itself since it signifi- 
cantly departs from the climatology. (As defined in the next 
section, this day is also day 15 of the control ocean.) We 
extract only the elevation anomaly tSr/at every model grid 
point. 

The analysis temperature TA and salinity $A are then 
obtained according to 

T A = (T) + F T •rl (10a) 

S A -- (S) -{- F s •irl (10b) 

The model is then run diagnostically (temperature, salinity, 
and density are held constant) for 10 days to obtain dynam- 
ically (nearly geostrophically) adjusted velocity fields and, 
by the way, a new elevation field. The associated elevation 
anomaly field will differ from/5,/at day 235 from the model 
year run because of error in the assumption that F(x, y, z) 
is invariant in time, numerical errors, and the fact that 
tendency terms are null in the 10-day diagnostic run. 

The elevation fields and 200-m temperature fields for day 
235 are compared to the corresponding nowcast fields in 
Figure 9. The global (area averaged) rms error between the 
control elevation and the nowcast elevation is about 0.04 m 
(0.05 m excluding the shelf) or 15% error compared with the 
rms error of the unassimilated ocean on that day (see section 
8 and Figure 14). As discussed in sections 7 and 8, the global 
rms error of an assimilation where data are only available on 
satellite tracks is about 2-3 times larger. This indicates that 
the error associated with imperfect altimetry coverage is 
larger than the error associated with imperfect surface to 
subsurface correlations. 

A 15-day forecast is compared with day 250 in Figure 10. 
Note that the forecast predicts the development of a warm 
intrusion at 70øW, 38øN. In the forecast, however, the 
intrusion separated from the Gulf Stream a few days before 
the control ocean (not shown). The rms elevation error, the 
difference between the forecast and the control ocean, 
increases now to 0.12 m (0.14 m excluding the shelf) or 43% 
of the error of the unassimilated model. 

6. THE NOWCAST/FORECAST SYSTEM 

Surrogate satellite altimetry data which conform to the 
Geosat Exact Repeat Mission (ERM) coverage is extracted 
from the year-long model calculation of surface elevation. 

The track location and schedule of the simulated Geosat 
tracks are shown in Figure 11 and listed in Table 1. In this 
paper we define the tracks by the nearest model grid points. 



46 

TII'IE -' • 
44 

. 

40 ,• 

OCEAN 

32: 

FORECAST 
't6 

4Z 

40 

8Z 8• 78 76 74 72 7• 538 66 64 62 

Fig. 10. As in Figure 7 but for day 250 of the year-long run (day 30 of the control ocean). Thus the bottom panels are 
the 15-day forecast. The area-averaged rms error for surface elevation is 0.12 m. 
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Fig. ll. The model grid and the Geosat tracks used in the assimilation. A1 through A16 and D1 through Dll are the 
ascending and descending tracks, respectively. 
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TABLE 1. Sampling Schedule of the Geosat ERM Over the Modeled Area 

Day 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

Track number 
Number of 

data points 

Track number 
Number of 

data points 

Ascending Tracks 
1 7 13 2 8 14 3 9 15 4 10 16 5 11 6 12 

23 25 44 25 31 46 17 36 46 16 39 38 17 42 21 46 0 

Descending Tracks 
1 7 '" 2 8 '" 3 9 '" 4 10 '" 5 11 6 '" 

47 48 0 76 37 0 82 29 0 63 23 0 62 10 55 0 0 

The track numbers refer to Figure 11. Ascending tracks are at the beginning of each day, while the descending tracks are at the middle 
of each day. The distance between data points along each track is taken to be 25 km. This schedule is repeated every 17 days and includes 
1044 data points. The number of model grid points is 5445. 

For the area considered here, there are 16 ascending tracks 
and 11 descending tracks, such that there are either one, 
two, or no tracks per day; there are an average of only 60 
data points per day which may be compared to the 5445 
horizontal grid points of the model. Each track is repeated 
every 17 days. The data points along each track are equally 
spaced and are sampled simultaneously. (The time for a 
satellite to traverse the region is very small compared to the 
elevation anomaly decorrelation time.) The track spacing at 
mid-latitudes is about 140 km, and the spacing of data along 
tracks is about 7 km. For this study we have subsampled the 
model data at intervals of 25 km. Note again that the spatial 
decorrelation scale is about 170 km (see section 3). White et 
al. [1990a, b] show that since the track separation scale 
dominates, little is gained by smaller along-track spacing. 
With this realistic but limited coverage we try to find the best 
assimilation scheme. 

The complete nowcast/forecast cycle is shown in Figure 
12. If we break into the cycle after the point labeled "reset 
time level," we begin with a model forecast at time level n. 
In the box labeled "Data Assimilation" a standard optimal 
interpolation technique is used so that analysis fields for the 
surface elevation and subsurface temperature and salinity 
are obtained according to 

SATELLITE DATA I 
Track 

Data 

1 

Eqn.(A-13) -- Statistics 

Model I Data [ . -•[Assimilaeion , 
Climatology I Eqns (Sa,b) 

T n S n n 

Geos •:rophic 
Adj us =men= 

ANALYSIS 
NObCAST 

I I __•+ 1 S•+ 1 n+ 1 Model 
;ro•os•ic Un+• -v• R• 

reset •ime level 

FORECAST 

Fig. 12. The altimetry nowcast/forecast scheme. A suggested 
starting point of the cycle is immediately after "reset time level." 

N 

E i•[ a -- •q Ai = •q Mi q- P rl oa 8•/M.] (11a) 

N 

rAi = rMi + E eira[{ra} + FT, SrlO, - 

N 

SAi-- SMi q- E eiS.[(S. ) q- Fs, Srlo, - SM,] (11c) 

where we have directly inserted the "observations" T0, = 
(T,) + FT, &•qo, and S0, = (S,) + Fs, &•qo, according to 
(8b) and (8c). The quantities with the subscript M are the 
model prognostic fields or the first-guess fields. The quanti- 
ties with the subscript A are the analysis fields and the initial 
conditions for the next prognostic calculation. Roman sub- 
scripts represent the model grid point locations at the 
analysis time. Greek subscripts denote the satellite locations 
and time. 

The weights Pi, are determined by an optimal interpola- 
tion method, described in detail in Appendix A; the method 
makes use of anomaly covariance matrices determined from 
the year-long, "climatological" model run. The weighting 
factors for model grid points near a new satellite track are 
relatively large while those spatially and temporally distant 
from the track are relatively small. The weights are reduced 
to account for the errors in (8a)-(8c) associated with corre- 
lations less than unity; these errors are detailed in Appendix 
B. 

After assimilation of the elevation temperature and salin- 

TABLE 2. Error Sensitivity to the Parameters At a and N 

At a , days 

N 0.5 1 3 6 

2 43.9 44.0 45.9 47.7 
6 42.3 42.7 45.1 47.3 

12 42.3 42.7 44.3 46.4 

At a is the time between data assimilations, and N is the number 
of "observational" data points used to update each grid point. The 
values are area-averaged rms error of the assimilated elevation field 
compared with the unassimilated rms error (24.6 cm) all averaged 
over a 30-day period; the results are expressed in percentiles. 
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TABLE 3. Computer Time Sensitivity to At a and N 

At a , days 

N 0.5 1 3 6 

2 10.3 7.5 6.0 5.7 
6 21.0 14.0 9.0 8.0 

12 46.8 27.5 15.8 12.3 

The values are the percentile, additional computer time needed 
for the assimilated dynamic model compared to the unassimilated 
dynamic model. 

ity anomalies, the velocity field from the previous prognostic 
run will not be in geostrophic equilibrium with the new 
density and elevation fields. The model could be run diag- 
nostically as was done in section 4. However, good results 
are obtained more economically by a calculation represented 
by the box labeled "Geostrophic Adjustment" in Figure 12. 
It is a geostrophic calculation for the difference (analysis 
minus first guess) velocity field due to the difference density 
and elevation fields. 

The observational data to be assimilated into a single 
model grid point are the N points having the least error 
covariance relative to the model grid point (see Appendix 
A). 

In the future the elevation anomaly will be obtained from 
satellite data, in which case 8r/0 will be the observed sea 
surface height relative to the observed satellite climatology; 
thus the geoid problem is avoided. In this paper we use the 
"identical twin" approach whereby data is subsampled from 
the model itself to supply surrogate data. The "observed" 
elevation climatology and the model climatology are identi- 
cal. 

The model runs discussed in the paper are as follows. (1) 
The "true ocean" or control ocean from which we obtain the 

surrogate altimetry data begins on day 220 of the year-long 
run. (2) The unassimilated model run was initialized with day 
40 of the year-long run. (3) The assimilated model run was 
also initialized with day 40 of the year-long run while data 
sampled from run 1 are assimilated. The rms error of the 
unassimilated run is defined as the (area averaged) rms 
difference between the fields (e.g., surface elevation) calcu- 
lated by run 2 and the fields calculated by run 1, while the 

rms error of the assimilated run is defined as the rms 

difference between run 3 and run 1. Runs 2 and 3 are 

independent of run 1 since their initial conditions are sepa- 
rated by an interval of time that is much longer than the 
decorrelation time scale of this region. 

7. EVALUATION OF THE OPTIMAL 

INTERPOLATION SCHEME 

Before attempting dynamical assimilation into the prog- 
nostic model, we first wish to assay the sensitivity of the data 
assimilation scheme, by itself, to the assimilation parameters 
such as the time interval between assimilations, At a , and the 
number of "observational" data points, N, that are used to 
correct one grid point. Thus in Figure 12 we bypass the 
blocks labeled "Geostrophic Adjustment" and "Model 
Prognostic Run" such that T,• +l = T•, etc. There are no 
velocities. Here, and in the following sections, we refer to 
this continuous optimal interpolation process as "statistical 
assimilation" to distinguish it from "dynamical assimila- 
tion" where the model dynamics participate in the process. 

We calculate the area-averaged rms error between the 
assimilated model and the control ocean and also the rms 

error between the unassimilated model and the control 

ocean. The rms error of the assimilated model is normalized 

by the rms error of the unassimilated ocean, and the result is 
expressed in percentiles. Thus a 100% error means that the 
assimilated model gives an estimate of the control ocean that 
is no better than the unassimilated ocean, while a 0% error 
means that the assimilated model is identical to the control 

ocean. To make things simple, we will cite here only 
elevation data. Assimilation of subsurface fields (e.g., tem- 
perature) is discussed in the next section. 

The time interval between assimilative updating of the 
model, At a, can be equal to or larger than the time between 
observations; for the Geosat ERM it is 0.5 day or longer. For 
a larger assimilation time step the data of several tracks are 
saved. The number of observations, N, used to update a 
single model grid point can be one or more. The data points 
selected for each grid point are the ones with the best 
correlation in space and time. 

We do not find that there is great sensitivity to the choice 
of At • and N, and this is illustrated in Table 2. For example, 

TABLE 4. The Effect of C FG (see section 8) on the Dynamic Interpolation 

Region 

Deep All 
Shelf Slope Rise Ocean Regions 

Depth, m 0-200 200-1000 1000-4000 4000 and up 
Area percentile 19.5 13.2 21.8 45.5 100 
Unassimilated 6.6 18.2 19.7 32.0 24.6 

rms error, cm 

Error percentile 
Cr2G = 0.1 93.9 48.3 65.5 58.7 59.3 
C•2G = 0.5 109.1 41.2 46.2 43.7 45.5 
Cr2G = 1.0 131.8 39.6 43.6 40.3 45.9 
C2 = 1.0 198.5 46.2 45.2 40.3 47.6 

The tabulated percentiles are the regional rms error of the assimilated elevation field normalized 
with the unassimilated rms error, averaged over a 30-day period. These experiments were done with 
At a - 1 day and N = 6. Note that if C = 1, the weights are independent of depth and are independent 
of C 
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Fig. 13. The surface elevation on days 20, 40, 60, and 80: (left) the control ocean, (center) the statistically assimilated 
ocean, and (right) the dynamically assimilated ocean. 
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Fig. 14. A comparison between the area-averaged (excluding 
the shelf) rms error of surface elevation calculated by the dynamical 
assimilation (solid curve) and the one calculated by the statistical 
assimilation (short-dashed curve). The rms error of the unassimi- 
lated model is also shown (long-dashed curve). 

either At a = 0.5 day or At a = 1.0 day is sufficiently small 
relative to the decorrelation time scale. Using N > 6 data 
points simply adds points which are quite distant from a 
model grid point relative to the spatial decorrelation dis- 
tance. With the current track spacing, it seems that 42% 
error is about the best that the statistical assimilation can do. 

Note that the computer time needed for the assimilation 
scheme increases with decreasing At • and increasing N; 
Table 3 summarizes this information. 

We note that White et al. [1990a, b, c] assimilated data at 
every time step. This required up to 5 times more computa- 
tions than with no assimilation, whereas the present scheme 
increases the computation time by only about 10%. 

8. DYNAMICAL INTERPOLATION 

NOWCASTING AND FORECASTING 

We now restore the role of the prognostic model in 
providing a first guess to the optimal interpolation scheme as 
diagramed in Figure 12. A prognostic model calculation 
provides the first-guess fields for the next assimilation. The 
weighting factors Pi. in (11a)-(11c) depend on the correla- 
tion between the elevation and the subsurface fields, C, and 
on the parameter C Fv, which relates the first-guess error 
covariance to the anomaly covariance (equal to one half the 
error covariance between two independent model runs). In 
Appendix A it is shown that the weights used to update 
temperature and salinity depend on the factor C•2c/(1 + 
C•2v - C2). In regions where the correlation is poor, more 
weight is given to the model with respect to the weight given 
to the surrogate observational data. The results of sensitivity 
tests of the effect of C Fc are shown in Table 4. In the 
shallow area of the continental shelf the effects of this 

parameter are most pronounced. In this part of the model the 
variability is relatively small (unassimilated rms error of only 

6.6 cm), but noise is produced by the updating procedure. 
This noise is reduced with small values of C?v since the 
correlation coefficient C is small there too. In the other 

2 
regions the rms error is not very sensitive to C Fv, though 
values greater than 0.5 are suggested. Note that if we assume 
that C = 1, the weights are independent of depth (and 
independent of C?c). This case is slightly worse than the 
depth dependent cases. 

Our results suggest that reduced errors may be obtained 
with a spatially varying C?c. However, in this paper the 
parameters for dynamical interpolation using the prognostic 
model will be set at C?v = 0.5, At • = 1 day, and N = 6. 

Figure 13 shows a sampling of synoptic realizations of the 
surface elevation of control ocean, statistical assimilation, 
and dynamical assimilation runs. It would appear that dy- 
namical assimilation represents the control ocean better than 
statistical assimilation does. For example, notice the wide 
meander at 68øW on day 20, which narrows on day 40, 
creating a warm core eddy that interacts with the Gulf 
Stream at 72øW on day 60; later, a new eddy starts to form at 
68øW on day 80. The statistically assimilated elevation fields 
show less variability, smaller spatial gradients, and reduced 
eddy energetics. However, if we compare the rms errors in 
Figure 14 (and include the error of the unassimilated run for 
later discussion), the error of the statistical assimilation is a 
bit less than that of the dynamical assimilation. This is 
puzzling but is partially explained by the fact, as seen in 
Figure 15, that the rms variability of the elevation anomaly 
of the statistical assimilation is significantly lower than that 
of the dynamical assimilation, whereas the latter is compa- 
rable to that of the control ocean. In other words, the model 
dynamics reinstate most of the variability lost by the filtering 
effect of the optimal interpolation process and the course 
Geosat sampling tracks. From Figure 13 this would seem to 
be a positive attribute, but the additional variability together 
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Fig. 15. Area-averaged (excludind the shelf) rms elevation 
anomaly of the control ocean (long-dashed curve) compared with 
the statistically assimilated ocean (short-dashed curve) and the 
dynamically assimilated ocean (solid curve). 
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Fig. 16. Same as Figure 14 but for the rms error of temperature at (a) 200 m, (b) 500 m, (c) 1000 m, and (4 1500 m. 
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Fig. 17. The global rms error of the nowcast and the forecast experiments' (a) the forecast starts on day 15 and (b) 
the forecast starts on day 35. The unassimilated model, the persistence forecast, the model forecast, and the dynamical 
assimilation nowcast are indicated by curves A, B, and C and the solid curve, respectively. 
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with model phase errors evidently increases the rms error by 
a small amount. If, on the other hand, the dynamically 
assimilated fields are smoothed (filtered) so that the rms 
anomaly is comparable to that of the statistically assimilated 
fields (not shown), then the rms error of the former is lower 
than that of the latter. We note here that comparisons have 
also been made using the so-called pattern correlation, tI) = 
(xy)/((x2)(y2)) 1/2 where x and y are anomalies; one might 
suppose that this would reduce the anomaly variances. 
However, comparisons of the tI) values as in Figure 14 (not 
shown) show slightly higher values of the statistical assimi- 
lation correlations relative to the dynamical assimilation; 
this is reversed if the latter is filtered. To good approxima- 
tion, so long as 0.5 < (x2)/(y 2) < 2.0, the rms error 
((x - y)2) = 2((x2)( y2))1/2(1 _ (I)) and is related to the 
pattern correlation and the anomaly variance. 

White et al. [1990a] provide a more detailed treatment of 
space scales. They obtained the not unexpected result that 
larger scales of the dynamically assimilated fields, relative to 
the satellite track spacing, compare better with those of the 
control run than do the smaller scales. Of course, dynamical 
assimilation automatically incurs error relative to statistical 
assimilation since, as discussed in section 5, the correlations 
between surface elevation and subsurface properties contain 
error. This error is, however, the cost of obtaining dynami- 
cally adjusted surface and subsurface, nowcast fields which 
are suitable initial conditions for forecasts. 

We now focus on the errors of the dynamically assimilated 
fields versus errors of the unassimilated fields in Figures 14 
and 16. The rms error of surface elevation, assimilated fields 
is about 40-45% of the unassimilated fields while the rms 

error of the subsurface temperature, assimilated fields is 
about 50-55% of the unassimilated fields. Together with the 
results of section 5 we conclude that the entire scheme is a 

feasible way of obtaining nowcasts. 
We now examine the possibility of using the continuous, 

dynamically assimilated, nowcast fields as initial conditions 
for forecasts. Figures 17a and 17b show the result of 
nowcasts and forecasts where the forecasts begin at day 15 
and day 35, respectively. Curves for model runs with no 
assimilation and with assimilation together with model fore- 
casts are shown. We also show the forecasts using persis- 
tence. The model forecasts in these two experiments are 
better than the persistence forecast and the unassimilated 
runs; after 25-35 days the forecast is not significantly better 
than unassimilated runs. Note that the rate of error growth in 
the forecast is only slightly smaller than that of persistence at 
the beginning, but after about 20 days the error growth rate 
decreases. This could be associated with the fact that the 

initial forecast is dominated by short spatial scale variability 
that is not resolved by the Geosat data sampling scheme 
while, at a later time, "memory" of the larger-scale variabil- 
ity is retained. From the results of section 5 we surmise that 
denser altimetry data, for example, should improve the 
nowcast, reducing the area-averaged rms error by a factor of 
2-3; consequently, the resultant forecast should also im- 
prove. 

9. CONCLUSIONS AND DISCUSSION 

The principle finding of this study is that continuous 
assimilation of elevation data in conjunction with predeter- 
mined correlations between elevation anomaly and subsur- 

face temperature and salinity anomalies enables one to 
obtain nowcasts with errors of about 40-45% using Geosat 
track schedules. From results where complete areal cover- 
age of elevation is available, we surmise that the a minimum 
error of about 15% is possible. From the two forecasts 
carried out here, it appears that starting from the nowcast, 
the forecast error approaches the unassimilated error after 
about 25 days. 

We use a numerical model of the primitive equations with 
realistic bottom topography which includes the continental 
shelf and shelf break. The altimetry assimilation works best 
in deep water. Ultimately, the model should be driven with 
real winds, and satellite SST data should be incorporated as 
surface boundary conditions, in which case the coastal 
ocean would hopefully demonstrate nowcast and forecast 
skill (so long as wind forecasts retain skill). Of course, SST 
can be also used to position the Gulf Stream and associated 
eddies [Robinson et al. 1989; Cornilion and Watts, 1987] and 
should, in the future, be merged with the altimetry assimi- 
lation scheme. 

There are other improvements that can be envisioned. There 
is, as always, a need for improved horizontal resolution, so that 
the Gulf Stream and mesoscale eddies are better represented 
numerically, and for improved vertical resolution, so that the 
surface and bottom mixed layer may be adequately reinstated 
in the model. In order to improve data assimilation and 
prognostic projection, it is apparent that the domain should be 
enlarged. We find that subsurface to surface correlations are 
degraded on the boundaries (Figure 8) and that the eddy 
variability is suppressed on the boundaries (Figure 6). On the 
other hand, if the focus is on the coastal ocean, the present 
domain might be judged adequate; in this case, additional 
computer resources can be invested, in improved nearshore 
resolution. 

There are many possible alterations to the assimilation 
scheme. In fact, the limited success achieved here encour- 
ages further research and enhancement. The correlation 
factors might give way to empirical orthogonal functions 
obtained from the model or from real data; in fact, both 
should be obtained and compared. Subsurface information 
might be correlated with V2(/jrt) (negative for cyclonic flow 
anomaly; positive for anticyclonic flow anomaly) in addition 
to/Jrt itself. Clearly, there is much to be done. 

APPENDIX A: DESCRIPTION OF AN OPTIMAL 

INTERPOLATION METHOD 

Standard Optimal Interpolation 

We first review standard optimal interpolation (OI) meth- 
odology following closely the article by Gustafsson [1981]. 
We then specialize to our specific need to determine P ia in 
(1 la)-(1 lc). 

Consider an observed property anomaly, f•0. It is the 
property value minus its climatological value; the subscript a 
denotes the spatial location and time of the observation. The 
"true" value of f at a is denoted simply as f• with no 
superscript. 

A first-guess anomaly f/f will be obtained as model output 
at a model grid point and at an analysis time, all denoted by 
the subscript i. Then, the first guess is corrected to obtain an 
analyzed value, f?, according to 
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N 

•ii = f;-{- Z Pia(fOa -L) (A1) 

Greek subscripts, in this case a, denote the observational 
grid point and observational time, and ff, is interpolated from 
model grid points and times to the observational point and 
time. For the present we neglect interpolation error. Pi, are 
the weights; the main job of OI is to determine these factors. 

Errors are defined according to 

fi f = true anomaly + first-guess error = fi + f• (A2a) 

f•/= true anomaly + observational error = fi + Afi (A2b) 

so that (A1) can be written 

N 

f• = fi + f• + Z Pia(fa + Af• - f• - f'•) (A3) 

We next form the square of the analysis error; thus 

E• -- ((f•i - fi)2> (A4) 

Now insert (A3) into (A4) and neglect cross correlations 
between the quantities Af and f', so that 

N N N 

E? = Mii- 2 •'• PiaMai + Z Z PiaPits[Mat3 + Oa/•] 
(AS) 

where we define 

M.• = ((f'•f•)) (A6a) 

D.• = (Af, Af•) (A6b) 

M•t • is a space-time correlation of the first-guess error, and 
D •t• is the space correlation of the observational instrument 
error. 

We now find the set of Pia that minimizes E? in (A5). 
Thus we successively set the partial derivatives OE//OPix = 
0 and note that OPia/OPi, • = •Ja,• where/i.• is the Kronecker 
delta function. The result is 

N 

Z Pia[Mat• + Dat•] = Mil• fi = 1, .'., N (A7) 

Thus for every model grid point i one has to invert the matrix 
in (A7) to solve for P ia, which may subsequently be used in 
(A1). 

The analysis error may be obtained by inserting (A7) into 
(AS) so that 

E/= mii- Z Piamai (A8) 

The magnitude of the first-guess error can be obtained as the 
analysis error plus the model error growth, E•At a . Thus 

mi•. + 1= E/n + E•nAta (A9) 
where t n is the assimilation time level and At a = t n+l - t n 
is the time between assimilations. 

Present Application 

As stated in section 3, we have found that I Crl -- [Csl -- 
I c], and henceforth, we will approximate these relations as 
identities. Equation (8b) can be cast in the form of (A7) 
where, however, 

M.t • = <r;r•) (AlOa) 

Dat • = (AT,ATt3) (A10b) 

We approximMe the first-guess e•or according to 

1 

(T;T•)=F•(•; •)+F C2 (• •) (All) 
where the second term on the right, to be derived in 
Appendix B, is the error due to the fact that the co.elation 
between temperature and elevation is imperfect. Similarly, 

1 

c 2 •0• •0•) (A12) 
The second term in (A12) is an additive e•or of the "obser- 
vation," (T•) + FT •0•, due to the imperfect co,elation. 

We insert (All) and (A12) into (A7) via (A10a) and (A10b) 
and neglect horizontal variations of FT and C relative to the 
deco,elation scales discussed below. Then, after some 
rearrangement, 

N 

Z PiS[(Srl; 8r1•3) + (1 - C2)<Sr/0a 8r/0/3 ) 

(A13) 

For C = 1 the error due to imperfect correlation vanishes; 
the resulting equation is the analysis equation for elevation 
alone. For C = 0 the instrument error vanishes because zero 

correlation with temperature renders it irrelevant. We now 
set 

(/it/0 . /ir/0g) = (/it/. /it/t•) (A14a) 

where C F• < 2 is an unknown coefficient relating the 
first-guess e•or covafiance with the climatological variabil- 
ity covafiance. Instead of using (A9), we will search for the 
value of Ceo which yields the best nowcast. 

A hirly conventional model of the covadances in (A13) 
and (A14) is 

(A•.A•)=D •.• (A15a) 

and 

($V. •) = (•) exp [-(kxAx) 2 - (kyAy) 2 - (ktAt) 2] 

(A15b) 

where Ax = x. - xg, Ay = y. - y•, and At = t. - t•. All 
times are relative to the analysis time. To use the assimila- 

tion scheme, one must supply values for D, kx, ky, kt, and 
CFG. 
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If we insert (A14a), (A14b), and (A15a) into (A13), we 
obtain 

N 

E P/Ta[(1 + C2FG-- C2)<811a 8I//3> + O 8a/3] 

-- C2FG( 811 i 81113) (ml 6) 
For the identical twin experiments, D = 0. Thus it is possible 
to solve 

N 

E P•.<811. 811t• ) = <811 i 811/3 > 

and then 

r( , P ia x, y Z) = 
C •2• 

1 + C2FG- C2(X, y, z) 

Furthermore, P [, = piTa. 

(A17) 

P •, (x, y) (A18) 

APPENDIX B: THE SUBSURFACE 

CORRELATION ERROR 

Instead of (8b), let 8T = F r 8I 1 + AcT where AcT is the 
correlation error so that 

ST-- 8T2)(811 ) 
FT(8112) 

[F2T( 8 11 2) + (ACT2)] 1/2[( 8112)] 1/2 

(B1) 

since the correlation between AcT and 811 are, by definition, 
null. The above equation may be written 

(AcT2)=F2T C2 r (8112) (B2) 
and is the error due to imperfect correlation, C r 2 < 1. 
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