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Abstract. The 66 stations of the GLOBALVIEW-CO2 sampling network (GLOBALVIEW-CO2: Cooperative Atmospheric Data Integration Project - Carbon Dioxide, 1997) are located primarily remotely from continents where signals of fossil fuel consumption and biospheric exchange are diluted. It is thus not surprising that inversion studies are able to estimate terrestrial sources and sinks only to a very limited extent. The poor constraint on terrestrial fluxes propagates to the oceans and strongly limits estimates of oceanic fluxes as well, at least if no use is made of other information such as isotopic ratios. We analyze here the resolving power of the GLOBALVIEW-CO2 network, compare the efficiency of different measurement strategies, and determine optimal extensions to the present network. We find the following: (1) GLOBALVIEW-CO2 is well suited to characterize the meridional distribution of sources and sinks but is poorly suited to separate terrestrial from oceanic sinks at the same latitude. The most poorly constrained regions are South America, Africa, and southern hemispheric oceans. (2) To improve the network, observing stations need to be positioned on the continents near to the largest biospheric signals despite the large diurnal and seasonal fluctuations associated with biological activity and the dynamics of the PBL. The mixing in the atmosphere is too strong to allow positioning of stations remote from large fluxes. Our optimization results prove to be fairly insensitive to the details of model transport and the inversion model with the addition of 10 optimally positioned stations. (3) The best measurement strategy among surface observations, N-S airplane transects, and vertical profiles proves to be vertical profiles. (4) Approximately 12 optimally positioned vertical profiles or 30 surface stations in addition to GLOBALVIEW-CO2 would reduce estimate uncertainties caused by insufficient data coverage from 1 Pg C yr\(^{-1}\) per region to 0.2 Pg C yr\(^{-1}\) per region.

1. Introduction

Atmospheric inverse modeling provides one of the most powerful tools to estimate the uptake and release of CO\(_2\) and other gases by the planet’s surface. Atmospheric transport models can be used to infer the pattern of atmospheric concentration that corresponds to a distribution of surface fluxes. In an inverse problem, one simply inverts this relationship to infer the surface fluxes most compatible with concentration data. Such estimates are critical for verification of fossil fuel emissions and assessment of ecosystem carbon storage and ocean uptake of CO\(_2\).

Previous studies that have attempted to estimate the spatial distribution (both latitude and longitude) of CO\(_2\) sources and sinks with an inversion of atmospheric transport faced large technical problems [Keeling et al., 1989; Tans et al., 1990]. Keeling et al. [1989] and Tans et al. [1990] were both forced to prescribe fluxes from most regions to allow the estimation of fluxes from the remaining ones. Keeling et al. [1989] estimated two parameters, the strength of the North Atlantic uptake and equatorial outgassing, whereas Tans et al. [1990] estimated the strength of the Northern Hemisphere terrestrial and Southern Hemisphere oceanic fluxes. The results of these studies disagree substantially; one concluded that the Northern Hemisphere sink is oceanic; the other concluded that it is terrestrial. Similar problems have been encountered more recently by Fan et al. [1998] where systematic and estimation errors prevent the estimation of fluxes from more than four regions globally.
This summary points to several concerns about inverse methods. First, the spatiotemporal resolution of the method is currently very coarse (i.e., 30° of latitude with no zonal resolution or northern hemispheric continents with no meridional resolution). What are the fundamental limitations on resolution? How much more data would we need to improve it and by how much? The amount of data required to achieve any given level of resolution depends critically on the natural level of mixing in the atmosphere. If mixing is too fast, then the footprint of each region will be very weak and estimates will be very uncertain (amplification of high-frequency data variability). Second, published studies employ different representations of atmospheric transport. Errors in atmospheric transport are particularly troublesome because they are likely to create systematic biases that cannot be overcome simply by adding data. Systematic errors may also be introduced through the assumptions about the spatiotemporal structure of surface fluxes assumed in the inversion.

The issues of data coverage and systematic error were investigated in a modeling study by Gloor et al. [1999]. They employed three different atmospheric general circulation models (AGCMs) (one based on analyzed winds), several formulations for terrestrial fluxes (e.g., based on satellite imagery of vegetation or spatially uniform), two different schemes for oceanic fluxes (Takahashi et al. [1997] and uniform), and a wide range of resolutions for the inversions. They explicitly separated errors caused by insufficient data coverage, given the natural level of information loss by mixing, from systematic errors in transport or surface fluxes.

Their results suggest that the first source of error, insufficient data coverage, is indeed considerably reducible with additional observing stations. By comparing randomly constructed networks with different numbers of stations, Gloor et al. [1999] showed that ~150 surface stations were necessary to achieve a precision of ~0.2 Pg C yr⁻¹ per region for 10-20 regions globally. The benefit of adding stations showed a pattern of diminishing returns. Estimates for 10-20 regions improved only marginally if the networks were increased in size beyond 150 stations, whereas estimates deteriorated quickly if the networks were reduced in size. For 150 observation stations less than half of the uncertainty was due to information loss caused by atmospheric mixing.

In this paper, we build on the general study of Gloor et al. [1999] to diagnose weaknesses of the current GLOBALVIEW-CO2 network (GLOBALVIEW-CO2: Cooperative Atmospheric Data Integration Project - Carbon Dioxide (1997)) and to derive optimal extensions of the network. Similar to the previous study, this study employs two AGCMs, two models of terrestrial fluxes, two models of oceanic fluxes, and estimates of emissions from fossil fuel burning. GLOBALVIEW-CO2 is the result of an international effort to unite measurements from different groups and encompasses observations from 66 stations run by 16 different institutions.

A potential problem with the terrestrial models used in this study is that they lack a diurnal cycle and thus largely lack diurnal fluctuations present at the surface. We attempt to ameliorate this problem in two ways. First in some of the work we assume ten-fold greater high-frequency data variability at continental stations than at marine stations and obtain qualitatively similar conclusions despite this change. We show that this ten-fold increase in variability is larger than the variability induced by a diurnal cycle. Second, one of the conclusions of the study is that vertical profiles are the best way to extend the network. This conclusion would be strengthened by the presence of a diurnal cycle because the column integral of concentrations from a vertical profile does not depend on the diurnal cycle. Such a sampling strategy has in fact been proposed by Tans [1993].

The characteristics of an optimal sampling network for atmospheric CO₂ depend critically on the signal-to-noise ratio associated with the measurements. On the one hand, measurements over the oceans exhibit comparably little variability, either day to day or with altitude because oceanic stations are generally remote from large fluxes; however, the signals associated with fossil fuel emissions and biospheric exchange are strongly diluted and hence small. On the other hand, measurements over the land exhibit large signals because of their close proximity to large sources and sinks (fossil fuel and biosphere) but comparatively large variance. An optimal network and measurement strategy for inverse estimates of surface fluxes must account for amplification of errors associated with the dilution of signals and the magnitude of the noise.

To determine error amplification for a network, we use a simple inversion scheme that solves for 7 continental and 10 oceanic regions and the analytical expression for this quantity in a linear inversion problem. We do not consider in this paper cases with a larger or a smaller number of regions. We model high-frequency variability in the data (the noise) in a variety of ways that bracket the observed patterns in existing data. Optimization of the network is accomplished using a simulated annealing procedure [Kirkpatrick et al., 1983].

The paper is structured as follows. In a first technical part we explain the inversion scheme and the analytical expression for amplification of high-frequency data variability as well as the optimization routine. We then examine the GLOBALVIEW-CO2 network, discuss the properties of optimal networks in general, and identify optimal extensions of GLOBALVIEW-CO2 for various measurement strategies.
2. Methods

2.1. Inversion Scheme

The inversion method used in this paper relies on the linearity of the tracer transport equation which allows one to decompose an observed mixing ratio distribution into the contributions from sources and sinks in different regions. Consider a flux of CO$_2$ from a region $r$, at rate $\phi_r$ (Pg C yr$^{-1}$) and suppose there are $R$ such regions. After a few years the mixing ratio distribution increases at the same rate throughout the entire atmosphere with a spatial pattern characteristic for a flux from region $r$. To reveal the spatial pattern of the annual mean mixing ratio distributions independently from the specific model year, we refer the mixing ratio distributions to an arbitrary reference station (here the South Pole): $\Delta \chi_r(z) \equiv \chi_r(z) - \chi_{z_{\text{ref}}}$, $(z \text{ spatial location})$. These referenced annual mean mixing ratio distributions are then sampled at the observation stations and arranged in column vectors: $\Delta \chi_r$. To obtain flux estimates we minimize the sum of squares of $|\Delta \chi^\text{obs} - \sum_{r=1}^R \lambda_r \Delta \chi_r|$, where $\chi^\text{obs}$ is the vector of observed mixing ratios at the observation stations and the $\lambda_r$ is a multiplier that gives the flux from region $r$ in units of $\phi_r$. The estimate of the flux from region $r$ is then $\lambda_r \phi_r$.

To set up such an inversion, a choice has to be made as to which flux patterns to use for the forward predictions (for calculating $\Delta \chi$). Here we use two sets: (1) spatially and temporally structureless (uniform) fluxes over a region and (2) fluxes with the same spatiotemporal distribution as net primary productivity (NPP) estimated from satellite data for continental regions (from the Carnegie-Ames-Stanford approach (CASAn) model of Potter et al. [1993] and air-sea partial pressure difference measurements for oceanic regions (from Takahashi et al. [1997]).

The inversion based on the spatially uniform flux set permits us to isolate the role played by atmospheric transport and mixing in the selection of optimal stations from other factors, such as the spatiotemporal pattern of the high-frequency data variability and the spatiotemporal pattern of fluxes.

The second set of fluxes uses the same flux patterns as one of the sets used by Fan et al. [1998], which builds on existing knowledge of fluxes. In particular, they subtract the comparatively well-known fossil fuel signal from the observations before the inversion and solve for oceanic and terrestrial biospheric fluxes. They assume proportionality between terrestrial net ecosystem productivity (NEP) and NPP (CASAn) and use the spatial pattern of oceanic fluxes identical with the spatial pattern of measured air-sea partial pressure differences [Takahashi et al., 1997]. For our main optimizations we use their spatial flux patterns of CASAn NPP for continental regions and partial pressure differences of Takahashi et al. [1997] for oceanic regions. We hence assume that in practice the simulated mixing ratio signal from fossil fuel emissions will be presubtracted from observations before an inversion. Note that this assumption does not imply the exclusion of the high-frequency data variability caused by fossil fuel emissions from our models of high-frequency data variability.

The inverse calculation is simplified if one first assembles the mixing ratio distributions in a matrix $A = \{\Delta \chi_1, ..., \Delta \chi_R\}$, which maps the size of the fluxes $\lambda$ to the expected mixing ratio distribution $\Delta \chi = A \lambda$. The solution of the minimization problem is then given by the product of the “pseudo-inverse” of $A$ with the vector of observations. The pseudo-inverse of a matrix with more rows than columns may be determined from its singular value decomposition $A = U \Sigma V^T$ as $A^{-1} = V \Sigma^{-1} U^T$, where the columns of $U$ as well as $V$ are orthogonal and the matrix $\Sigma$ is diagonal. An advantage of the singular value decomposition (SVD) is that it allows one to determine which linear combination of regions is most robustly determined by the data. For example, the GLOBALVIEW-CO2 network turns out to be well suited for meridional resolution of sinks and sources and poorly suited for separating South America and Africa. Specifically, the linear combinations of regions are given by the columns of $V$ because these are the principal axes of the error ellipsoid of the estimates, if residual errors (high-frequency data variability) are independent and identically distributed Gaussian random variables, and the standard deviation (STD) of the estimate of the $i$th such combination of regions is the inverse of the $i$th diagonal element of $\Sigma$, the matrix of singular values [e.g., Press et al., 1992].

The two AGCMs used in this study are from GFDL/NOAA (Geophysical Fluid Dynamics Laboratory / National Oceanic and Atmospheric Administration): SKYHI and GCTM (Global Chemical Transport Model). Detailed discussions of the properties of the two models are given, for example by Levy II and Maxson [1989] for GCTM and Hamilton et al. [1995] for SKYHI. To set up the inversion scheme, we partitioned the Earth’s surface into 17 regions, 7 continental and 10 oceanic (Figure 1). This selection was guided by the position of oceans and continents and the main ocean circulation features and large-scale terrestrial climate regions. It is important to keep in mind throughout this paper that the results presented here are based on this specific spatial resolution of the globe.

To understand our results for optimal networks, it is useful to consider an explicit example of a mixing ratio distribution that results from a regional CO$_2$ flux. Consider the annual mean $\Delta \chi_r(r)$ that results from monthly varying North American NPP as modeled in CASAn.
Figure 1. Partitioning of the Earth’s surface in flux regions and observation locations of the GLOBALVIEW-CO2 network.

(Figure 2, Potter et al. [1993]). This mixing ratio distribution reflects the magnitude of various atmospheric mixing timescales: (1) the highest concentrations in the planetary boundary layer (PBL) of the region are determined by the PBL ventilation rate (approximately days), (2) zonally well-mixed near surface concentrations are determined by the time scale for zonal mixing in the free troposphere (≈ 1 month), and (3) decreasing concentration with increasing meridional distance from the flux region is determined by the interhemispheric exchange time (≈ 1 year). Typically, the largest signals within a flux region differ from the rest of the same zonal band by ≈ 1–2 ppm Pg C⁻¹ yr⁻¹ and from the farthest removed latitudes by ≈ 1.3 ppm Pg C⁻¹ yr⁻¹. The largest local within-zone signals occur in high latitudes, and the smallest ones in the equatorial continental regions where PBL ventilation caused by strong convection is largest. For example, Figure 3 shows the annual average mixing ratios at the surface resulting from 1 Pg C yr⁻¹ emitted from each terrestrial region with within-region spatio-temporal distribution given by NPP from the CASA model (using GCTM). Note that the signal is larger in the Northern Hemisphere because strong convection dilutes the signals from South America, Africa, and Australasia. These general characteristics of mixing ratio distributions let one expect that the meridional resolution of sources and sinks with an inversion is much easier than the resolution of sources and sinks within a zonal band and that equatorial sources and sinks are particularly difficult to resolve.

Figure 4 similarly shows the spatial pattern of oceanic fluxes estimated from partial pressure differences by Takahashi et al. [1997] that we used for the forward predictions. The structure of the partial pressure distribution in the oceans coincides with major upwelling and downwelling regions as well as regions with strong convection. This spatial pattern like the pattern for fluxes of the terrestrial biosphere will be helpful to interpret the results of network optimizations.

2.2. High-Frequency Data Variability and Estimate Uncertainty (Error Amplification)

The variance-covariance matrix for the vector of estimates for a linear inversion is given by $C_\varphi = A^{-1}C_{\Delta \lambda}(A^{-1})^T$ where $C_{\Delta \lambda}$ is the assumed variance-covariance matrix of high-frequency data variability. As high frequencies, we consider fluctuations with periods of the order of the synoptic timescale and
Figure 2. Annual mean mixing ratio distribution (ppm) in the atmosphere simulated with GCTM that results from net primary productivity fluxes in North America as estimated from satellite data and the CASA biosphere model [Potter et al., 1993].

less. Note that this formula contains two parts, one summarizing high-frequency data variability \( (C_{\Delta y}) \) and the other the amplification of this high-frequency data variability (the premultiplication and postmultiplication of the data variance-covariance matrix). A measure for the error amplification is: \( \text{ErrAmp} \equiv \Lambda^{-1}(\Lambda^{-1})^T \) with dimensions \( [(\text{Pg C yr}^{-1} \text{ region}^{-1} \text{ ppm}^{-1})^2] \) [Menke, 1989]. The magnitude of the entries of \( \Lambda \) is a reflection of the magnitude of the information loss caused by mixing in the atmosphere, given a specific observation network and partitioning of the Earth’s surface into regions. A natural average measure of error amplification is the mean of the diagonal elements of the error amplification matrix \( \text{ErrAmp} \equiv 1/R \sum_{r=1}^{R} (\Lambda^{-1}(\Lambda^{-1})^T)_{rr} \).

What processes contribute to the high-frequency variability of measurements (to \( C_{\Delta y} \))? What are their magnitudes and spatial patterns? The high-frequency variability of data is due to an interplay of the spatiotemporal variability of fluxes like the daily and seasonal cycles of the biosphere and variability of transport processes such as turbulence and convection in the PBL or weather systems. GLOBALVIEW-CO2 pub-

Figure 3. Same as Figure 2 for a flux of 1 Pg C yr\(^{-1}\) region\(^{-1}\) from all continental regions in Figure 1 with spatial flux pattern of net primary productivity (CASA biosphere model).
lishes residual standard deviations of their measurements from which the seasonal and long-term trends are removed. These residual standard deviations (Figure 5, top) are largest for continental stations and generally decrease with decreasing latitude. In the Northern Hemisphere the ratio of the thus determined high-frequency data variability for stations within the continents to remote stations varies between 2 and 6.

Our first model of high-frequency data variability (for $C_{O_2}$) uses the combined signal of fossil fuel emissions plus biospheric exchange fluxes plus oceanic exchange fluxes [Andres et al., 1996; Potter et al., 1993; Takahashi et al., 1997] simulated with GCTM. From the thus modeled mixing ratio time-series we determine the residual standard deviation from the low-pass filtered version in the same way as GLOBALVIEW-CO2 [e.g., Conway

**Figure 4.** Oceanic CO$_2$ exchange fluxes (µC m$^{-2}$ month$^{-1}$) estimated from measurements of air-sea partial pressure differences by Takahashi et al. [1997].

**Figure 5.** Residual standard deviation of (top) the data of GLOBALVIEW-CO2 (1997) and of (bottom) the combined signal of fossil fuel emissions plus biospheric fluxes plus oceanic fluxes [Andres et al., 1996; Potter et al., 1993; Takahashi et al., 1997] simulated with GCTM and sampled at the GLOBALVIEW-CO2 observation stations.
et al., 1994]. The variability of annual mean mixing ratios though is not given by the residual standard deviation but the residual standard deviation divided by the square root of the number of observations. We have to account for that in the optimizations. We do so by normalizing the spatial distribution of the residual standard deviation such as to match the reported values of Conway et al. [1994] most closely.

The spatial pattern of the residual standard deviation reflects the positions of largest fossil fuel emissions and NPP (Figure 6) as it should, and the overall meridional structure compares reasonably well with GLOBALVIEW-CO2 (Figure 5, bottom) even though the value for continental stations is underestimated (approximately by a factor 2-3). This error model is realistic insofar as it considers all fluxes which contribute to high-frequency data variability (fossil fuel emissions and biospheric and oceanic exchange fluxes) but unrealistic in discarding the daily cycle and short-term fluctuations of the biosphere (the CASA biosphere varies on a monthly basis) and in misrepresenting the daily dynamics of the PBL. The spatial structure of this error model is exclusively caused by the interplay between synoptic-scale transport variability and the relative magnitude of fluxes.

Because our first model for high-frequency data variability underestimates the contrast between continental and remote stations and is based on oversimplified physics, we use a second model to test our conclusions on the partitioning of stations between continents and oceans only the relative magnitude of high-frequency data variability matters, not the absolute magnitude. Note also that we neglect measurement error in both models because it is comparatively small.

From the models of high-frequency data variability, we determine the diagonal elements of the data covariance matrix needed for the network optimization and assume that these are uncorrelated, i.e., that the off-diagonal elements are zero. If observation stations do not lie too close to each other as is the case for “small” networks (≤ 150 stations), this is probably a reasonable assumption.

2.3. Optimization

Optimizations of network spatial structure are performed with simulated annealing [Kirkpatrick et al., 1983; Rayner et al., 1996]. This algorithm mimics cooling of a material to 0 K, which eventually attains its minimal energy configuration because thermal fluctuations allow it to escape from locally minimal configurations. Similarly, we look in our application for networks that permit us to estimate surface fluxes with minimal uncertainty [Rayner et al., 1996]. The analog of the arrangement of atoms within the cooling material accordingly is the configuration of the observation stations, and the analog of the energy of the material is the uncertainty of the estimates if based on this configuration. To perform optimizations, a network of N observation stations is specified by the stations’ longitudes and latitudes \( \varphi_i \) and \( \theta_i \), \( i = 1, ..., N \). Cooling is modeled by a geometric progression \( T_n = \gamma^n T_0 \) with \( 0 < \gamma < 1 \), where \( T \) mimics temperature and \( \gamma \) is the cooling rate. The initial temperature \( T_0 \) is of the same order as half the parameter range, 90° for latitude and 180° for lon-
agnitude. At each time step, the network is perturbed by the temperature dependent amount: \( \delta \varphi_i = \text{sgn} \alpha T_n \), where \( \alpha \) is a random number between 0 and 1, \( \text{sgn} = -1 \) if \( \gamma < 0.5 \) and \( \text{sgn} = +1 \) if \( \gamma > 0.5 \). After each perturbation the quantity to be minimized is calculated for the new configuration and compared to the previous value. If the new value is lower than the old value, then the new configuration is accepted (replaces the old value). If the new value is larger than the old value, then it is still accepted with probability \( \exp(-(\text{New-Old})/kT_r) \) where \( k \) is a tunable constant. This permits us to abandon local minima.

Although this method is robust, it does require considerable time to converge, and so one cannot be certain that one has found the global minimum (we ran the method for up to \( 5 \times 10^5 \) iterations, depending on the size of the network). Nevertheless, we checked the convergence directly in simple cases, and in all cases we performed repeated optimizations using different initial configurations to ensure convergence to a similar solution.

3. Analysis of GLOBALVIEW-CO2

The stations of GLOBALVIEW-CO2 (Figure 1) are positioned remotely from continents on islands in the ocean with a few exceptions. The rationale behind this arrangement is to sample only air that is remote from large fluxes and thus relatively homogeneous with correspondingly low CO2 variability. Nevertheless, there is a price to pay for the reduced variability: Flux signals are strongly diluted at these stations. Remote stations are well suited to measure a mean mixing ratio of the atmosphere but not to separate local sources and sinks in an inversion.

To illustrate the problem which arises in an inversion based on a limited number of observations at remote stations like the ones of GLOBALVIEW-CO2, suppose that we wished to estimate, by inversion, the current pattern of fossil fuel emissions (Figure 7). We use the same transport model both in the inversion and to generate the mixing ratio distribution for fossil fuel emissions. Thus there can be no error due to transport. However, supposing that we do not know the true pattern of fluxes, we assume spatially uniform fluxes for each region in calculating the footprints \( \Delta \chi_r(\vec{x}) \). This systematic error is compounded by the relatively large estimation errors associated with insufficient data coverage, which generally results in strong amplification of the inconsistencies between the "true" and modeled fluxes (compare section 4.4).

Differences between the true and the spatially structureless mixing ratio distributions are concentrated in the main industrial regions. Although one might expect that this discrepancy would cause large errors in the Northern Hemisphere, the largest errors instead occur for the equatorial continents: Africa, South America, and Australasia (1.4, 0.6, and 1.6 Pg C y\(^{-1}\)). There are two reasons for this pattern of error. First, estimates of fluxes from South America, Africa and Atlantic Tropics are extremely sensitive to small changes in the observed concentrations (up to 3 Pg C y\(^{-1}\) region\(^{-1}\) ppm\(^{-1}\)). We measure the sensitivity of an estimate to high-frequency variability in data by \( \delta \varphi_i / \delta \Delta \chi_j = (A^{-1})_{ij} \). These sensitivities are displayed in Figure 8 for all stations of GLOBALVIEW-CO2. The station’s locations are displayed in Figure 9 with the station number equal to the station number in Figure 8. Most sensitive stations to estimate fluxes from Africa, South America, and equatorial Atlantic are marked with black dots, inner dark grey circles and outer bright grey circles respectively in Figure 9. Because natural variation in atmospheric transport causes inevitable variation in CO2 concentrations of the order of 0.2-0.4 ppm [Conway et al., 1994], sensitivities as large as 3 Pg C y\(^{-1}\) region\(^{-1}\) ppm\(^{-1}\) cause large estimation errors. The stations yielding the largest sensitivities for South America and Africa are remote from both regions. Moreover, South American and African sensitivities are mostly anticorrelated (Figure 8).

The error amplification matrix \( A^{-1}(A^{-1})^T \) for this inversion is a square matrix with dimensions equal to the number of flux regions (Figure 10). The \( ij \) diagonal element is the estimate error per high-frequency data variability of the estimate of fluxes from region \( i \). The \( ij \) off-diagonal element of the error amplification matrix is a measure for the correlation between the estimates of fluxes from regions \( i \) and \( j \) per high-frequency data variability (compare section 2.2). This error amplification matrix (Figure 10) shows generally that GLOBALVIEW-CO2 is not well suited to estimate fluxes from the equatorial regions. The structure of this matrix is very similar if determined either with GCTM or SKYHI indicating that it is not dependent on the details of the transport model. Although temperate and boreal regions are better constrained than tropical regions, the error amplification matrix shows that several regions in the Northern Hemisphere are correlated with Africa and South America (i.e., boreal Eurasia and Africa). Thus uncertainty in the tropics may cause uncertainty in regions far from the tropics. These correlations are to some extent a result of the design strategy of GLOBALVIEW-CO2. Stations creeping around the perimeter of continents contribute substantially to estimates from several different regions, thereby strengthening the interdependence of estimates. Locating stations within the continents would make estimates more independent.

Why are estimates from South America and Africa so poorly constrained by GLOBALVIEW-CO2? To some extent, the problem is not only with the network design but also with atmospheric transport, which accentuates
the deficiencies of the network. Gloor et al. [1999] show that estimation errors for tropical continents are 2-5 times larger than errors for temperate continents with equal coverage by observation stations because the rapid ventilation of the PBL in the tropics strongly reduces the size of the signals there (e.g., Figure 3).

The elements of the matrix $\Sigma$ from the singular value decomposition (the singular values) confirm that the worst estimated linear combination of regions, the first column of the matrix $V$ (compare section 2.1) - is a source in Africa and a balancing sink in South America, or vice versa, because of strong anticorrelation between these regions (STD=17 Pg C yr$^{-1}$ ppm$^{-1}$). The reason for the strong anticorrelation is both the sparse coverage of the tropical region by observation stations and the quick zonal mixing that makes it difficult to distinguish fluxes from regions within the same zonal band. Not surprisingly, the best constrained combination of regions, the last column of the matrix $V$, is the interhemispheric gradient (Figure 11).

An analysis of sensitivities of estimates for the northern hemispheric continental regions (Eurasia Boreal, Eurasia Temperate, North America Boreal, and North America Temperate (Table 1)) identifies Temperate Eurasia as the most weakly constrained northern terrestrial region. In particular, the natural high-frequency variability in mixing ratios at the stations in the South China Sea may easily change the estimate for the flux from Eurasia by 0.5 Pg C yr$^{-1}$.

In summary, although the GLOBALVIEW-CO2 network is well designed to characterize the meridional gradient in CO$_2$, it is not well suited to characterize several regions of critical importance to the global carbon cycle. The mean standard error (1 $\sigma$) of flux estimates...
for mean high-frequency data variability of 0.3 ppm is
0.7 Pg C yr$^{-1}$ region$^{-1}$ in Figure 10 and the maximum
standard error is 2.9 Pg C yr$^{-1}$ region$^{-1}$ (for Africa).
There are simply not enough stations, those which are
available are biased to the Northern Hemisphere and
to North America in particular, and most stations are
positioned remote from the regions with largest carbon
fluxes (fossil fuel emissions and not primary productiv-
ity and respiration of the terrestrial biosphere). Par-
icularly sparsely covered regions are Africa and South
America and southern hemispheric oceanic regions.

4. Optimal networks

What is the best way to improve the GLOBALVIEW
network? To answer this question, we first consider
some characteristics of optimal surface networks. The
value of optimizing the network may be shown by com-
paring uncertainties of estimates from random (where
stations have random coordinates) and optimized net-
works as a function of the number of observation sta-
tions. To optimize the networks in Figure 12, we mini-
mized the mean of the estimate uncertainties
$1/R \sum_{r=1}^{R} C_{\text{var}}$ following Rayner et al. [1996]. For the
inversion scheme, we followed Pan et al. [1998] with 7
land regions with CASA-biosphere flux patterns and 10
ocean regions with observed partial pressure flux pat-
terns. The error model is based on the CASA biosphere,
fossil fuel emissions, and observed oceanic air-sea partial
pressure differences. Note that small random networks
are substantially inferior to optimized ones but that the
value of optimization decreases with network size. For
larger networks of the order of 150 stations, estimate
uncertainties are smaller than currently unavoidable
systematic errors [Gloor et al., 1999]. Thus optimiza-
tion gives a substantial benefit for networks as small
as GLOBALVIEW-CO2. In what follows, we focus on
small networks; we first consider their general proper-
ties and then examine extensions of GLOBALVIEW-

4.1. Properties of Optimal Networks

As explained in section 2.2, there are two contributors
to the uncertainty of estimates ($C_{\text{var}} = A^{-1} C_{\Delta \chi} (A^{-1})^T$):
high-frequency data variability, $C_{\Delta \chi}$, and the amplifica-
tion of the variability, $A^{-1} (A^{-1})^T$. To minimize $C_{\Delta \chi}$,
stations have to avoid the regions with largest fluxes,
those with strong biospheric exchange fluxes and large
fossil fuel emissions (Figure 6). This is the strategy
behind GLOBALVIEW-CO2. The structure that min-
implies the error amplification, $A^{-1} (A^{-1})^T$, might be a
little less obvious. To determine it, we build networks
from scratch that minimize the mean error amplifica-
tion, ErrAmp.

Figure 13 shows the result of minimizing mean error
amplification for optimal networks of 20 and 40 sta-
tions. For simplicity, fluxes were spatiotemporally unif-
form in each of the 17 regions, but the conclusions are
not changed qualitatively if we use fluxes str\textsuperscript{10}ured like
the pattern of CASA NPG, oceanic uptake from Tuka-
hashi et al. [1997], or fossil fuel consumption. Note that the networks that minimize error amplification have (1) approximately equal numbers of observing stations in each region and (2) observing stations located where the signals within each region are largest. The locations of largest signals are determined entirely by atmospheric circulation in these examples because fluxes are structureless within each region. Regional maxima for subtropical oceanic regions are at the center of high-pressure cells where air is descending; regional maxima

Figure 9. Locations of most sensitive GLOBALVIEW-CO2 stations for the estimation of fluxes from South America (intermediate dark grey circles), Africa (black dots), and Atlantic Tropical (outer bright grey circles). Station numbers are identical with the station numbers in Figure 8.

Figure 10. Error amplification matrix (cf. section 2.2) for the estimation of fluxes from the 17 regions in Figure 1 if based on annual mean mixing ratios measured at the GLOBALVIEW-CO2 stations. The units of the matrix elements are (Pg C yr$^{-1}$ region$^{-1}$ ppm$^{-1}$)$^2$.
Figure 11. Best (black line) and worst (dashed line) estimable combinations of flux regions if based on GLOBALVIEW-CO2 observation stations. These combinations are a byproduct of the singular value decomposition $\mathbf{A} = U\Sigma V$ of the matrix $\mathbf{A}$ which maps fluxes to the expected mixing ratio distribution. They are given by the columns of $\mathbf{V}$; the higher the column number, the larger the uncertainty of the estimate of a linear combination of regions combined according to the elements of the column of $\mathbf{V}$ (compare section 2.1).

Figure 12. Comparison of the mean estimate uncertainty as a function of the number of observation stations for randomly positioned networks (benchmark) with the minimally achievable estimate uncertainty if using the following different measurement strategies: (1) optimally located N-S airplane transects, (2) 3, 5, 12, and 30 optimally positioned vertical profiles in addition to GLOBALVIEW-CO2, and (3) 3, 5, 12, and 30 optimally positioned surface stations in addition to GLOBALVIEW-CO2.
for equatorial oceans are on the equator because of the convergence of the doldrums and maxima for continental regions are located near the center of each region. (The choices of stations near to each other may look suspicious. Because the data covariance structure implicit in minimizing mean error amplification is the identity matrix though, there is no correlation structure which would penalize nearby stations. Such choices hence underline the need to reduce estimate uncertainty for this region which might for example be accomplished by sampling air more often at this specific location.)

Thus strategies minimizing $C_{\Delta X}$ demand placement away from continents, whereas strategies minimizing error amplification demand placement within the most variable regions of continents. We now balance these conflicting demands by minimizing mean estimate uncertainty: $1/R \sum_{rr=1}^{R} C_{\Delta X,rr}$ where the inversion model is the one of Fan et al. [1998].

The results for the first of our two scenarios for high-frequency data variability (the annual variance of the superposed signals of CASA terrestrial biosphere, fossil fuel emissions, and air-sea partial pressure differences (section 2.2)) are shown for networks of 20 and 40 stations in Figure 14. Note that the even distribution of stations per regions persists but that locations within the largest signals are generally avoided, especially over the continents, because of large variability caused by the fluxes of the terrestrial biosphere and fossil fuel burning. Nevertheless, because stations in the continents tend to be located near the hottest spots, the need to capture regional signals still dominates over the disadvantage of large high-frequency data variability. The twin conclusions of even global coverage and placement of stations close to (but not in) hot spots are also obtained for the scenario with 10 times higher high frequency data variability in continental regions than in oceanic regions. Networks that minimize uncertainty of the estimates do not support the design strategy behind the current GLOBALVIEW network.

4.2. Optimal Extension of GLOBALVIEW-CO2

In this section we examine optimal extensions of GLOBALVIEW CO2. Specifically we add 3, 5, or 12 new surface stations that minimize the uncertainty of the mean of flux estimates from all regions (Plate 1). We also consider alternate strategies: weekly vertical profiles in 3, 5, and 12 optimal locations and elevations (0-3 km elevation) and weekly 1, 2, or 5 N-S airplane transects with optimal locations and elevations from the ground to the free troposphere at 8.7 km. As expected from the analysis presented in section 3, optimal surface stations or vertical profiles are positioned in South America, Africa, and the temperate South Atlantic if either 3, 5, or 12 stations or profiles are added because these are the most poorly constrained regions at present. With five added optimal stations or profiles, we also see a station in the temperate South Pacific and in Siberia. Note that incremental implementation of a 5-station or 12-station optimal design carries little or no penalty because the larger designs also contain the loca-
tions of stations or profiles in the smaller designs. The locations of the added stations and vertical profiles also confirm the general properties of optimal networks discussed in section 4.1. The new locations make global coverage more even and usually occur near the largest local signals (compare Figures 3, 4 and 14).

The analysis suggests the most needed locations for the extension of GLOBALVIEW-CO2: (1) Central Africa, Zaire, Uganda or Tanzania; (2) Equatorial South America, Brazil, Amazon; (3) South Atlantic Temperate, below southern tip of Africa (approximately near Bovet island) or South Georgia island (U. K.); (4) Eurasia, Central Siberia, Krasnoyorsk or Magadan, and China, Hunan Province; (5) South Indian Temperate, Macquarie Island (Australia) and Kerguelen (F); (6) Tropical and Southern Temperate Pacific, off-shore South America 15 S or Galapagos islands and 40 S. Juan Fernandez (Chile); (7) Indonesia, Papua New Guinea; (8) North America, Edmonton(Can) and Southern Mexico.

The optimal airplane transects are generally located next to the Earth's surface. The only exception is a single transect through Indonesia for the case of five transects, and this is in the second atmospheric layer. Higher elevation transects are not chosen because of the strong decrease of signals with altitude caused by mixing in the atmosphere. Estimate errors increased from 0.5 Pg C yr⁻¹ region⁻¹ if observed at 0.08 km height to 1.1 Pg C yr⁻¹ region⁻¹ at 3.1 km height on the average for 80 randomly located measurements despite the decrease of high-frequency data variability with height.

The positions of the optimal airplane transects confirm some of the measurement priorities determined for surface stations and profiles: For 1, 2, and 5 transects, at least one cross right through Africa to reduce the estimate uncertainty of the most poorly constrained, equatorial regions. In addition, transects through Central Siberia are chosen repeatedly, and this has already been identified as an insufficiently covered region.

We now turn to the optimization results for specific regions and combinations of regions: (1) North America, (2) Eurasia, (3) North America and Eurasia combined, (4) the northern hemisphere (7 northernmost regions).
regions), and (5) all continental regions combined. The quantity we minimize for these cases is the sum over the diagonal elements of the covariance matrix of the estimates corresponding to the regions that we consider; in the case of North America, for example, this is one diagonal element of the covariance matrix of the estimates. In each case we considered additions of 3, 5, and 12 surface stations.

The results for most of these combinations are shown in Plate 2 and Plate 3 (omitted cases are North America with 12 new stations and Eurasia with 12 new stations because these cluttered the figures while providing little additional insight). By comparing the locations in Plate 2 and Plate 3 with the signals (isolines) in Figure 14, one can again explain the placement of stations in each case as an intersection of three conflicting factors. Within the region whose estimation uncertainty is minimized, stations are placed near to the biggest signals to reduce error amplification but not always within them to reduce high-frequency data variability. For example, note the North American (green) circles near the maxima in western Canada and southern Mexico. Note also the enormous decrease (six fold) of the largest sensitivities of estimates to high frequency data variability for the case of Eurasia Temperate in Table 1 if three optimal stations are added.

In addition, the patterns show a surprisingly large influence of the need for globally even coverage even though the networks are now optimized to reduce sub-global uncertainty. In most cases, half or more of the new stations are placed outside of the region that is optimized. Examples include the six Southern Hemisphere stations chosen to reduce uncertainty in the combination of Eurasian and North American (dark blue circles with crosses in Plate 2), and the Siberian and near-Siberian stations (green circles in Plate 2) chosen to minimize North American uncertainty. Because the atmosphere couples all regions together, an understanding of the globe is necessary to pin down any one region (even so we did not impose a constraint here that ensures mass conservation in the inverse calculations). Thus already heavily sampled regions such as the oceanic regions in the Northern Hemisphere almost never chosen in Plate 2 and 3, while the poorly
covered oceanic regions of the southern hemisphere are frequently chosen. One other interesting detail is that locations outside of the optimized region are not generally near the largest local signals, in contrast to stations within the optimized regions. Evidently, stations outside of an optimized region are chosen to constrain large-scale features, such as the interhemispheric gradient.

4.3. Comparison of Sampling Strategies

Figure 12 compares the GLOBALVIEW-CO2 network against optimally added surface stations, vertical profiles, and N-S transects (note that we have also 30 added optimal surface stations and profiles to supplement the cases of 3, 5, and 12 in Plates 1.2, and 3). As a benchmark, we also include the mean over 1000 randomly constructed networks of 40, 80, 160, 320, and 500 surface stations. Note that the average estimate uncertainty for the 66 station GLOBALVIEW-CO2 network is just over 1 Pg C yr\(^{-1}\) region\(^{-1}\) and that this is close to what one would expect for a random network (actually slightly worse). The good news is that 3 optimal stations reduce this error by a factor of 3 while 30 reduce it by an order of magnitude. Optimums with very large networks (i.e., 500 stations) show negligible advantage of optimizing with sampling this dense. Because GLOBALVIEW-CO2 with 30 optimal stations already has errors nearly as small as the 500-station network shown, the return on new stations diminishes sharply after 30, at least by the metric of average estimate uncertainty. Note that this analysis is restricted to the estimation of fluxes from 17 regions.

Vertical profiles appear to be marginally better than surface stations: 3 optimal profiles reduce uncertainty by a factor of 4, while 12 reduce it by an order of magnitude. It is important to understand that vertical profiles provide benefits beyond the relatively modest advantage over surface stations shown in Figure 12. Specifically, vertical profiles would provide information critical to improving and/or verifying the vertical transport in an AGCM, and this is essential to reduce systematic error in inversions. Also, the column integral of CO2 concentration from a vertical profile should be largely unaffected by diurnal fluctuations in the boundary layer and thus should exhibit much less variability than surface data, while retaining information about surface fluxes (compare also Tans et al. [1996]).

Finally, a single, optimal N-S transect (which is chosen in the lowest model layer) has benefits comparable to 3 optimal surface stations, 2 transects are similar to 5 surface stations, and 5 transects are similar to 30 surface stations. Obviously, each flight from the Arctic to the Antarctic would entail considerable expense.

4.4. Robustness of Optimal Design to Structural Uncertainty in Transport, Terrestrial Biosphere, and Oceanic Uptake

Our optimizations use particular models for atmospheric transport (GCTM) and the spatiotemporal flux patterns (CASA biosphere and measurements of oceanic partial pressure). Are our results mainly driven by these choices, or are they valid more generally? Let us assume that true atmospheric transport is given by SKYHI as opposed to the transport used in the network optimizations (GCTM) and that continental and oceanic fluxes are structureless in space and time rather than given by CASA and Takahashi et al. [1997]. How well do our optimized networks perform in recovering these fluxes compared to GLOBALVIEW-CO2? In Figure 15 we list estimates for each of the 17 footprints from structureless fluxes in SKYIII (i.e., an estimate with 17 components for each of the 17 footprints) for both GLOBALVIEW-CO2 (left) and 12 optimal additional stations (right). The inversion itself is based on footprints resulting from the spatial patterns of the CASA biosphere and ocean partial pressure differences Takahashi et al. [1997] and simulated with GCTM. If the inversion were perfect, elements along the diagonal would equal one and all remaining elements would be zero. This is indeed approximately the case for the optimally extended network in contrast to GLOBALVIEW-CO2, which performs quite poorly. This result gives us confidence that our optimizations are fairly robust to the details of transport and spatiotemporal flux patterns at least as long as we add a few stations only.

We may identify the level of additional stations at which systematic errors from mismatch of transport and spatiotemporal flux patterns begin to dominate over the gain of additional information by comparing

$$\sigma_{bias} \equiv \left( \frac{1}{17} \sum_{\text{regions}} \left| \bar{\xi}_{\text{Truth}} - \bar{\xi}_{\text{Test}} \right|^2 \right)^{1/2}$$

with the uncertainty as determined by error propagation (Figure 16). The parallel strong decrease with a few additional stations of both the estimate uncertainty and the bias ($\sigma_{bias}$) indicates that the decrease of the bias is caused by the reduction of error amplification (of the mismatches between models). However, biases do not decline appreciably for addition of more than 12 stations because systematic errors dominate once error amplification is sufficiently reduced.

5. Summary and Conclusions

Our analysis reveals serious deficiencies of the GLOBALVIEW-CO2 network. Although well designed to
Plate 1. Locations of GLOBALVIEW-CO2 observation stations and (1) optimal surface stations in red (3 dots), 5 circles, and 12 (crossed dots) additional stations. (2) optimal profiles in dark blue (3 dots), 5 circles, and 12 (crossed dots) additional profiles, and (3) optimal N-S transects in green (1 line), 2 (dashed lines), and 5 (dash-dotted lines) additional transects) to minimize estimate uncertainty. Crossed black dots mark GLOBALVIEW-CO2 sites.
Plate 2. Locations of GLOBALVIEW-CO2 observation stations and optimal surface stations for the estimation of fluxes from (1) North America (green), (2) Eurasia (red), and (3) North America and Eurasia combined (dark blue) with minimal uncertainty. For North America and Eurasia 3 (dots) and 5 (circles) additional stations and for North America and Eurasia combined in addition 12 (crossed dots) stations are displayed. Crossed black dots mark GLOBALVIEW-CO2 sites.
Plate 3. Same as Plate 2 for the estimation of fluxes from (1) all continents combined in green and (2) the Northern Hemisphere in red (in each case 3 dots), 5 (circles), and 12 (crossed dots) additional stations) with minimal uncertainty. Crossed black dots mark GLOBALVIEW-CO2 sites.
Figure 15. Flux estimates from the inversion of 17 different footprints simulated with SKYHI resulting from spatially uniform fluxes from each of the regions in Figure 1 separately. The footprints for the inversion are simulated with GCTM and use CASA biosphere flux patterns for the continents and air-sea partial pressure difference flux patterns for the oceans. Estimates are based on the observation stations of GLOBALVIEW-CO2 (left) and its optimal extension by 12 additional stations for minimal uncertainty of estimates.

Figure 16. Comparison of the decrease of the standard deviation of estimates in Figure 15 from correct fluxes ($\sigma_{\text{bias}}$, section 4.4) with additional optimal stations to GLOBALVIEW-CO2 with the decrease estimated by error propagation.
characterize the meridional distribution of CO$_2$, the sparse coverage of several biogeochemically critical areas of the globe leads to prohibitively large uncertainty in tracer-transport inversions (on average over 1 Pg C yr$^{-1}$ region$^{-1}$ for the 17 regions in Figure 1). The most poorly constrained areas are (in order) (1) South America and Africa, (2) the Southern Hemisphere Oceans (especially the South Temperate Atlantic), and (3) Eurasia (especially outside of Europe). When optimizing the CMDI (Climate Monitoring and Diagnostics Laboratory, Boulder) network, a subset of the GLOBALVIEW-CO$_2$ network, for the estimation of fluxes from and to the oceans, Rayner et al. [1996] similarly identified South America and Africa as regions that most urgently need coverage with observations. Note that their method differs from ours. They base their analysis on a Bayesian inversion approach that somewhat complicates the interpretation of their results.

Models of networks identify three partially antagonistic principles that should guide the placement of new stations: (1) even coverage over all regions (2) proximity to the largest local signals, and (3) minimal high-frequency data variability. The optimization results indicate that (1) and (2) currently dominate significantly over (3) and strongly encourage to dare the “step into the continents” with profile measurements in general and for South America and Africa in particular. We find that three additional stations (profiles) to GLOBALVIEW-CO$_2$ in these regions would decrease the mean error of estimates strongly (by a factor 3) and 12 additional vertical profiles or 30 optimal surface stations would reduce the mean error caused by error amplification to $\sim 0.2$ Pg C yr$^{-1}$. Regions in greatest need of additional stations to those mentioned are Temperate South Atlantic, Central Eurasia, and the South Temperate Indian and Pacific Oceans.

Finally, we do not recommend airplane transects aloft (3 km) as a strategy to complement GLOBALVIEW-CO$_2$. Such signals are too diluted to be useful for inversions.
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