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Abstract Sea-level rise is an important aspect of climate
change because of its impact on society and ecosystems.
Here we present an intercomparison of results from ten
coupled atmosphere-ocean general circulation models
(AOGCMs) for sea-level changes simulated for the
twentieth century and projected to occur during the
twenty first century in experiments following scenario
1S92a for greenhouse gases and sulphate aerosols. The
model results suggest that the rate of sea-level rise due to
thermal expansion of sea water has increased during the
twentieth century, but the small set of tide gauges with
long records might not be adequate to detect this
acceleration. The rate of sea-level rise due to thermal
expansion continues to increase throughout the twenty
first century, and the projected total is consequently
larger than in the twentieth century; for 1990-2090 it
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amounts to 0.20-0.37 m. This wide range results from
systematic uncertainty in modelling of climate change
and of heat uptake by the ocean. The AOGCMs agree
that sea-level rise is expected to be geographically non-
uniform, with some regions experiencing as much as
twice the global average, and others practically zero, but
they do not agree about the geographical pattern. The
lack of agreement indicates that we cannot currently
have confidence in projections of local sea-level changes,
and reveals a need for detailed analysis and intercom-
parison in order to understand and reduce the dis-
agreements.

1 Introduction

Increases in the availability of computing power over the
past few years have permitted time-dependent climate
change experiments spanning two or more centuries to
be carried out with coupled atmosphere-ocean general
circulation models (AOGCMSs). In order to assess the
reliability of these models, and to address the question of
whether anthropogenic climate change can be detected
in the record of the past hundred years, climate change
“hindcasts” from various AOGCMs have been com-
pared with one another and with observations (Mitchell
et al. 2001), focusing particularly on surface air tem-
perature. Climate change predictions for the next hun-
dred years using scenarios for future emissions or
concentrations of greenhouse gases and aerosols have
also been compared (Cubasch et al. 2001).

Sea-level rise is an important aspect of climate change
because of its impact on society and ecosystems. During
the twenty first century, global-average sea-level is ex-
pected to rise considerably faster than in the twentieth,
with thermal expansion of seawater making the largest
contribution. For instance, Warrick et al. (1996) give
projections for sea-level rise 1990-2100 using two alter-
native climate models; from the models of Wigley and
Raper (1993, 1995) the contributions to sea-level rise for
1990-2100 due to thermal expansion and land-ice melt
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are 0.28 m and 0.21 m respectively, while from the
model of De Wolde et al. (1997) they are 0.15 m and
0.12 m.

Sea-level would continue to rise due to thermal
expansion for many centuries after atmospheric con-
centrations of greenhouse gases had been stabilised,
because the deep ocean adjusts to climate change
on a time scale of thousands of years (Manabe and
Stouffer 1994; Stouffer and Manabe 1999; Weaver
and Wiebe 1999; Knutti and Stocker 2000; Voss and
Mikolajewicz 2001; Raper et al. 2001). The final level,
therefore, could be considerably higher than that
attained by 2100. For example, the final global-average
sea-level rise due to thermal expansion in the model of
Stouffer and Manabe (1999) is 1.96 m for a constant
atmospheric CO, concentration of twice its initial value.

AOGCM results can be used to calculate global-av-
erage sea-level rise due to thermal expansion and the
geographical distribution of sea-level change resulting
from changes in ocean density and circulation (Gregory
1993; Cubasch et al. 1994; Bryan 1996; Jackett et al.
2000; Russell et al. 2000a; Gregory and Lowe 2000).
However, fewer results have been published for sea-level
rise from AOGCMs than for temperature and other
aspects of climate change. Furthermore, up to now there
has been no systematic intercomparison of results
obtained from different models. To address this need, we
present and compare the results here from several
AOGCMs run with the same scenario for past and fu-
ture atmospheric composition. We assess the systematic
uncertainty in the predictions and comment on the
comparison with recent observed sea-level changes.

2 Models and scenario

The models included in this analysis and the centres where they were
developed are shown in Table 1. With each model, two parallel
climate experiments were run: control and “GS”. The control inte-
grations have a constant atmospheric composition, reflecting con-
ditions prior to the twentieth century. Each GS integration begins
from a state chosen from its control, taken to represent the latter
part of the nineteenth or early twentieth century, a time sufficiently
long before the present that the “cold start” effect (Hasselmann
et al. 1993; Keen and Murphy 1997) is essentially eliminated. The
atmospheric concentrations of greenhouse gases and sulphate
aerosols increase according to historical observations up to 1990.
After 1990, the GS integrations follow scenario IS92a (Leggett et al.
1992), which assumes mid-range economic growth but no measures
to reduce greenhouse-gas emissions. (Most AOGCMs have not yet
been run with more recently developed scenarios.)

The change in sea-level due to climate change is defined as the
difference between sea-level in the GS and the control integrations.
Careful consideration is needed of which control state should be
subtracted. The control run is intended to simulate a constant cli-
mate and should therefore have no trend in sea-level. However, if
the model has not been spun up to a steady state before the be-
ginning of the experiment, it may exhibit some drift. In the control
run of a typical AOGCM there is more likely to be a drift in sea-
level than in any parameter of the surface climate because sea-level
approaches a steady state on the long time scales associated with
the deep ocean, whereas the surface climate has comparatively little
thermal inertia and equilibrates with the forcing on the time scale
of about a decade.
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For CGCM1, CGCM2, CSIRO Mk2, ECHAM4/OPYC3 and
GISS2, any control drift is eliminated by evaluating the sea-level
change as the difference between corresponding times in the GS and
control runs, on the assumption that the drift is combined linearly
with the climate change signal in the GS run. In this method, the
temporal variability of sea-level in the control run will affect the
results for sea-level change. With the GFDL and Hadley Centre
models, methods were used which suppress the effect of control
variability in the sea-level change fields. For GFDL_R15_b and
GFDL_R30_c, there was negligible drift, so a long-term mean from
the control was subtracted from the GS fields. For HadCM?2 and
HadCM3, a cubic function of time was fitted at each point to the
decadal time series of local sea-level from the control run; fields cal-
culated from the fit, rather than the original control fields, were
subtracted from the corresponding decades in GS run. This procedure
removes the drift while eliminating the variability from the control.

The results quoted for GFDL_R15_b are from an average of an
ensemble of six parallel GS integrations, starting from slightly
different initial conditions. These integrations rapidly diverge in
detail within the envelope of internal variability; the ensemble mean
gives a statistically more accurate estimate of the climate change.
Ensembles of integrations have been carried out for some other
models too, but the results quoted here depend on only one GS
integration in cases other than GFDL_R15.b.

The fields of sea-level change are the data on which the analysis
in the rest of this study is based. We do not look at the GS or
control integrations separately. At some points, we have to make
statistical adjustments to take into account the different ways in
which sea-level change was evaluated in the various models.

In ECHAM4/OPYC3 and HadCM3, individual trace gases are
separately specified; in the other models, all greenhouse gases are
represented by a ‘“‘equivalent” concentration of CO, giving the
same radiative forcing of the climate system. In all the models
except CSIRO Mk2, ECHAM4/OPYC3, GISS2 and HadCM3,
equivalent CO; rises at 1% per year compounded after 1990. This
is an approximation to IS92a which gives an overestimate of the
radiative forcing compared with 1S92a, by 15% at 2100 (Mitchell
et al. 2000). HadCM3 and GISS2 calculate the direct effect of
sulfate aerosol (the reflection of sunlight by aerosol particles) in
their radiation schemes, but the other models represent it by in-
creasing the surface albedo. HadCM3 also includes an estimate of
the indirect effect of sulfate aerosols (reducing cloud water droplet
size and hence increasing cloud albedo and lifetime) and changes in
tropospheric ozone. Since the sum of these effects tends to cool the
climate system, HadCM3 experiences a smaller radiative forcing
than the other models. Despite these differences, the experiments
are roughly comparable as regards radiative forcing, so their dif-
ferences result mainly from model formulation.

The GISS2 GS integration used a CO; increase of 0.5% per
year compounded, rather than 1%. Since this is substantially dif-
ferent from 1S92a, we do not consider the time-development of the
GISS integration. We include it only in the comparison of the
geographical patterns of change (Sect. 4.3).

The ocean components of the AOGCMs have a range of res-
olutions, between 1° and 6° in the horizontal and 11 and 29
unequally spaced vertical levels (Table 1). Except for GISS2
and OPYC3 (the ocean component of ECHAM4/OPYC3), all the
ocean models are “rigid-lid” models with depth z as the vertical
coordinate, in which the ocean has a fixed volume and a flat surface
at z=0. In these models, sea-level change has to be deduced in-
directly, as described in the following sections and the Appendix.
GISS2 and OPYC3 have a free ocean surface.

3 Global-average sea-level rise due to thermal
expansion

In rigid-lid models, global-average sea-level rise due to
thermal expansion is estimated from density changes.
Assuming that mass is conserved, the global-average
sea-level rise is
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Table 1 Climate models used in the analysis
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Model Ocean resolution Data Centre References

long x lat x levels available
CGCMI1 1.8° x 1.8° x 29 1900-2100 CCCma Flato et al. (2000), Boer et al. (2000a, b)
CGCM2 1.8° % 1.8° x 29 1901-2100 CCCma Flato and Boer (2001)
CSIRO Mk?2 5.6° x 3.2° x 21 1881-2100 CSIRO Gordon and O’Farrell (1997), Hirst et al. (2000)
ECHAM4/0OPYC3 2.8°x2.8% x 11 1860-2049 DKRZ Roeckner et al. (1996, 1999)
GFDL_R15.a 3.7° x 4.5° x 12 1766-2065 GFDL Manabe et al. (1991), Haywood et al. (1997)
GFDL_RI15b 3.7° x 4.5° x 12 1766-2095 GFDL Dixon and Lanzante (1999)
GFDL_R30.c¢ 1.875° x 2.25° x 18 18662090 GFDL
GISS2 5.0°x4.0°x 13 1950-2100 GISS Russell et al. (2000a, b)
HadCM2 3.75° x 2.5° x 20 1860-2100 UKMO Johns et al. (1997), Mitchell et al. (1995)
HadCM3 1.25° x 1.25° x 20 1860-2100 UKMO Gordon et al. (2000), Johns et al. (2001)

#This model has increased latitudinal resolution near the Equator.
The modelling centres are the Canadian Centre for Climate Mod-
eling and Analysis (CCCma) in Victoria, the Division of Atmo-
spheric Research of the Commonwealth Scientific and Industrial
Research Organisation (CSIRO) in Melbourne, the German

Climate Research Centre (DKRZ) in Hamburg, the Geophysical
Fluid Dynamics Laboratory (GFDL) in Princeton, the NASA/
Goddard Institute for Space Studies (GISS) in New York, and the
Hadley Centre for Climate Prediction and Research of the Met
Office in Bracknell (UKMO)
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where z is positive upwards, S is the surface area of the
ocean, H the depth as a function of location, and p the
in-situ density. Changes in density due to changes in
salinity make a negligible contribution to global-average
sea-level rise, provided the global integral of salinity is
conserved (Gregory and Lowe 2000). (Sea-level changes
in individual oceans or smaller regions, however, can be
substantially affected by salinity.)

Global-average sea-level rise from thermal expansion
as a function of time is shown in Fig. 1 for each of the
models and the average rate for various intervals in
Table 1. The time series were plotted from decadal
means, and it is notable that they are rather smooth.
Time series of decadal-mean global-average surface air
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temperature show considerably more variability, but
since sea-level reflects the heat content of the entire
volume of the ocean, much of the surface variability is
smoothed out by the integrating effect of the interme-
diate and deep layers.

Averaged over the period 1910-1990, the models give
rates of sea-level rise lying in the range 0.3-0.8 mm a~',
while for 1955-1995 they give 0.6-1.0 mm a~'. For the
latter period, an estimate of 0.55 mm a~! (J. I. Antonov,
personal communication), at the low end of the model
range, has been obtained by the analysis of observations
of interior ocean temperature changes (Levitus et al.
2000).

Over the following hundred years 1990-2090 the av-
erage model rates are within the range 2.0-3.7 mm a~'.
The increase compared with the twentieth century is
consistent with the faster rate of climate change expected
for the twenty first century. The global-average surface
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air temperature change between 1990 and 2090 is be-
tween 2.6 and 3.9 °C in these integrations (Table 2),
which should be compared with the temperature change
of ~ 0.6°C that has occurred in the last hundred years.

Upon differentiating with respect to time to obtain
the rate of sea-level rise due to thermal expansion
(Fig. 2), each of the models shows a steady acceleration
during the twenty first century, with values ranging be-
tween 0.021 and 0.048 mm a~' i.e. 2.1-4.8 mm a~! per
century (Table 2). A constant acceleration implies that
thermal expansion increases quadratically with time
during the twenty first century.

Global-average sea-level rise r due to thermal
expansion is nearly proportional to the total amount of
heat absorbed by the oceans. The cofficient of propor-
tionality is called the “expansion efficiency of heat” by
Russell et al. (2000a) and is model-dependent, according
to whether the heat is absorbed into warmer or colder
waters. Because of the proportionality, the steadily in-
creasing rate of sea-level rise implies that the net heat
flux F into the ocean is increasing steadily. In these in-
tegrations, the global-average surface air temperature
change AT also increases roughly linearly in time during
the twenty first century. Correlations between dr/d¢
(x F)) and AT for the GS experiments have coefficients
of 0.9 or above except for CSIRO Mk2 (0.83) and EC-
HAM4/OPYC3 (0.63). Combining these points suggests
that F o< AT during climate change with steadily
increasing forcing (Gregory and Mitchell 1997). (This
relation will fail for constant radiative forcing, when the
system will approach a steady state, with AT — constant
and F — 0.)

There are various distinct physical processes respon-
sible for ocean heat uptake operating in different regions
of the world. Moreover, surface air temperature change
is not the only relevant climate parameter; salinity and
wind stress changes are also important, for instance. The
existence of a relation between F' and AT implies only

Table 2 Changes in global average sea-level and temperature dur-
ing the twentieth and twenty first centuries. The figures for rate of
sea-level rise are averages over the periods indicated. AT is the
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that changes in heat uptake processes can be scaled
against global-average surface air temperature change
taken as a single indicator of the magnitude of climate
change. It remains to find physical explanations for the
relation (see also Gregory 2000).

Despite being projections for the same scenario, the
model results for sea-level rise during the twenty first
century span a large range, approaching a factor of two
between the largest and the smallest. This range reflects
systematic uncertainty in modelling of both climate
change in response to radiative forcing (the main influ-
ence on A7) and the relationship between climate change
and heat uptake (F o< AT) (Cubasch et al. 2001; Church
et al. 2001). Differences among models regarding their
sensitivity to radiative forcing have already been the
subject of much study (e.g. Cubasch et al. 2001), though
the uncertainties remain large. Detailed intercomparison
of AOGCM ocean heat uptake mechanisms has not yet
been undertaken.

4 Local sea-level variability and change
4.1 Methods of calculation

Local sea-level is dynamically determined by ocean cir-
culation and atmospheric pressure. Changes in ocean
circulation are a consequence of changes both in three-
dimensional density structure and in surface windstress
forcing. Sea-level can be diagnosed directly in GISS2
and OPYC3. In the rigid-lid models, the pressure exerted
on the water column by the horizontal rigid lid can be
used as a proxy for local sea-surface height.

Four different methods, detailed in the Appendix,
have been used in the different rigid-lid models for
obtaining changes in the rigid-lid pressure and hence
in local sea-level. Two of these methods make no as-
sumptions about the nature of the ocean circulation, one

change in global average surface air temperature between 1990 and
2090. The figures for accelerations were obtained by linear regres-
sion of the rate of rise against time over the periods indicated

Model Rate of rise/mm a~! AT/°C Acceleration/1072 mm a~>
1990-2090

1910-1990 1990-2040 1990-2090 1910-1990 1990-2100

Full Nine Full Nine
CGCM1 0.48 0.33 2.5 3.7 3.9 0.7+0.2 00+1.3 4.8+0.2
CGCM2 0.50 0.27 2.2 3.3 3.6 0.5+0.3 02+1.1 44+04
CSIRO Mk2 0.47 0.42 2.3 2.8 2.7 1.1+0.2 20+0.5 28+0.7
ECHAM4/OPYC3 0.75 0.73 2.1 1.0+0.5 29+ 1.1 23409
GFDL_R15.a 0.59 2.6 1.5+04 3.0+0.1
GFDL_R15.b 0.60 0.68 2.3 2.9 3.2 1.1£03 1.7+ 14 2.6 +0.1
GFDL_R30-c 0.64 0.69 2.3 3.0 2.8 1.2+0.3 1.7+ 1.0 2.84+0.1
HadCM2 0.42 0.43 1.5 2.0 2.6 09402 1.5+1.3 21402
HadCM3 0.32 0.30 1.5 2.0 2.8 1.3+£04 1.3+£1.2 22402

where a difference or an ensemble was used to evaluate the fields of
sea-level change (see also Sect. 5.2). All other columns were com-
puted from the full fields

The columns marked “Nine” were computed from nine gridboxes,
representing the regions of Douglas (1997); the uncertainty on the
“Nine” acceleration was adjusted to take into account the cases
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assumes geostrophy, and the last is the traditional
oceanographic method assuming both geostrophy and a
level of no motion. Despite their different bases, the
methods produce very similar results when applied to
the same dataset.

Changes in atmospheric pressure alter the sea-level
through the “inverted barometer” effect; when air pres-
sure falls, sea-level rises. Since water is practically in-
compressible, there is no inverted barometer effect on
global-average sea-level. For long time scales, the ex-
pected relation is that a pressure fall of 1 mbar (100 Pa) is
accompanied by a sea-level rise of about 1 cm. Devia-
tions from this relation due to wind-forcing and resonant
responses may be important on subannual time scales
(Trupin and Wahr 1990; Ponte and Gaspar 1999), and
due to restriction on flow through narrow channels into
isolated basins (Ducet et al. 1999). In simulations of the
twenty first century climate, changes in local mean sea-
level atmospheric pressure do not exceed a few mbar.
While not negligible, the consequent changes of a few cm
in sea-level are small compared with the effects of changes
in ocean circulation. Therefore the inverted barometer
effect is not included in any of the results we present.

Because the ECHAM4/OPY C3 GS integration ends at
2050, for analysis of local sea-level change we make use of
an ECHAM4/OPYC3 integration with greenhouse gases
only i.e. no sulfate aerosol. We assume that the geo-
graphical pattern will be substantially unaffected by the
somewhat different radiative forcing. This is supported by
comparing corresponding decades from the GS and
greenhouse-gas-only integrations of other AOGCMs; in
all available cases the spatial correlation coefficients ex-
ceed 0.8 in the latter decades of the twenty first century.

Note that GFDL_R15_a is omitted from this section
because fields were not available for analysis of local sea-
level changes.

1960

1980 2000
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4.2 Spatial variance of sea-level

A common conclusion from all the models is that sea-
level change is far from uniform (Fig. 3). The non-uni-
formity can be quantified by evaluating the area-
weighted standard deviation of the fields. Suppose that
local sea-level change /4 can be written as a function of
location x and time ¢:

h(x,t) = R(x,t) + €(x,1) , (2)

i.e. local sea-level change consists of a pattern R asso-
ciated with climate change, on which is superimposed
the local variability €, having zero time average. In the
absence of climate change (and if there is no model
drift), R is zero at all locations and all times, while e is
the local variability of sea-level. In an ensemble of sim-
ulations of future climate change (starting from slightly
different initial conditions so that they diverge in detail),
R would be the same in all the simulations, but ¢ would
be different in each one. In the mean over ensemble
members, ¢ would tend to average out. R might be a
time-invariant geographical pattern with a time-depen-
dent amplitude (i.e. the product of a function of space
only with a function of time only), but we are not as-
suming that this is the case. Because changes in different
regions of the ocean are affected by different processes,
they do not all take place at the same rate; hence the
pattern of sea-level change as well as the amplitude may
evolve as time passes.
At any given time, the spatial variance of 4 will be

a3(r) = ox(1) + 07(1) (3)

assuming that R and e are not spatially correlated. (Each
spatial variance is the area-weighted integral of the de-
viation from the area-weighted mean, and is written as
the square of a spatial standard deviation.) From the
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AOGCM results, we find that the spatial standard de-
viation of sea-level change (o) increases in time for all
models (Fig. 4), reaching 0.05-0.12 m by the end of the
twenty first century, roughly 15-30% of the global av-
erage (Fig. 1, Table 3). ECHAM4/OPYC3 has a much
higher spatial variability than the other models (Fig. 4).
The increase in ¢, with time is consistent with our ex-
pectation that the spatial standard deviation associated
with climate change (og) will grow as the local sea-level
response to climate change becomes more pronounced
1.e. as the climate-change signal emerges above the noise.

During most of the twentieth century, gy, is relatively
small and increases rather little. Equation 3 suggests
that this could be because oy is small compared with the
the spatial standard deviation of sea-level resulting from
variability (o) i.e. the signal of sea-level change cannot
be distinguished from the background of noise in any
one decade.

We can back this up by making an estimate of the size
of the variability. We fit a separate quadratic function of
time at each point to the timeseries of local sea-level
change in the twenty first century, and take e(x, ¢) to be the
residual field for the decade at time ¢. The spatial variance
due to temporal variability (¢?) is evaluated as the time-
average spatial variance of these residual fields. (This as-
sumes that the characteristics of variability do not change
with time.) If a quadratic fit is inadequate, the size of € will
be overestimated, but we find that a cubic cannot be
successfully fitted at many points because the quadratic
residuals do not have any tendency consistent with high-
er-order polynomials. We judge that a linear fit is inade-
quate, because it is rejected at more points than expected
by chance in a test on x> calculated with the residual
variance from the quadratic fit in the denominator.

Estimated by the above means, o, is about the same
size as the spatial standard deviation of sea-level (o;)
early in the twentieth century (Fig. 4, Table 4). In cases
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where the sea-level change fields were obtained as a
difference between decadal means from two independent
integrations, our estimate of 2 has to be divided by 2 to
obtain an estimate of local decadal variability in either
run individually. For GFDL_R15_b, which used an av-
erage of six runs, ¢ has to be multiplied by 6. Since
temporal variability in sea-level on decadal time scales is
not strongly correlated over the majority of the world,
the adjusted spatial standard deviation ¢} can be taken
as an indication of the amplitude of local decadal sea-
level variability. It lies in the range 0.01-0.02 m (except
for ECHAM4/OPYC3, which has 0.03 m).

4.3 Geographical pattern of sea-level change during
the twenty first century

We remarked that the pattern as well as the magnitude
of sea-level change might evolve with time. However, it
turns out that for each model the geographical pattern
of sea-level change is fairly stable through the latter half
of the twenty first century, as we can show by calculating
the area-weighted correlation coefficients between the
field of sea-level change from the final decade of the
experiment and all the earlier fields (Fig. 5). (Note that
the correlation is the usual centred coefficient, which is
unaffected by differences in the global average; it mea-
sures only the similarity of the geographical patterns.)
The correlation increases with time, passing 0.8 by about
2050 in all cases. This also confirms that the growth in
or outweighs any increase in the variability o., because
variability can only reduce the correlation. We take the
last available decade of the twenty first century as rep-
resentative of the pattern (Fig. 3). For that decade,
model results show some locations with sea-level rise of
more than twice the global average, and others with a
sea-level fall (Table 3).
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Although the pattern from any one model is fairly
constant, the patterns given by the different models are
not similar in detail and correlations between them are
generally low (Table 5). The largest correlations are be-
tween pairs of models which are very similar in formula-
tion viz0.65 between CGCM1 and CGCM2, 0.63 between
GFDL_R15_b and GFDL_R30_c. The greatest correla-
tions between models from different centres are 0.60 be-
tween CSIRO Mk2 and HadCM?2 and 0.58 between
CGCM2 and GFDL_R30_c, and there are five others in
the range 0.4-0.5. Since we do not have available the
control sea-level fields from all the models, a detailed
analysis of the significance of the results is not possible.
However, as an indication, we note that 95% of the cor-
relation coefficients between all different pairs of 24
decadal mean sea-level fields from the HadCM?2 control
run, with the long-term mean subtracted, lie within —0.4
and +0.4. Assuming that this is typical of uncorrelated
variability, correlation coefficients with absolute values
greater than ~ 0.4 probably indicate significant similarity.

Inspection of the sea-level fields (Fig. 3) reveals few
common features. To obtain a quantitative assessment
of the significance of large-scale patterns, we divide the
ocean into 12 regions and for each model we test
whether the regional-average sea-level change over the

Table 3 Area-weighted standard deviation and the minimum and
maximum values, divided by the area-weighted average, for sea-
level change during the twenty first century. The sea-level change
was calculated by finding the difference between the final decade of
each experiment (see Table 1) and the decade 100 years earlier
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twenty first century is significantly different from the
global average sea-level change. To do this, we obtain an
estimate of the decadal variability in the difference be-
tween regional and global averages by fitting a quadratic
to the time series of differences in the twenty first cen-
tury, similar to the method used for e. We then evaluate
the hypothesis that the difference between global and
regional sea-level change over the twenty first century is
consistent with zero, using a two-tailed #-test at a sig-
nificance level of 5%. Most regional changes are found
to be significantly different from the global average
(Table 6), but there are only two regions where there is a
clear majority of models in agreement over the sign of
the difference.

Seven of the eight models exhibit a larger than av-
erage sea-level change in the Arctic Ocean (and none
show a minimum). As suggested by Bryan (1996), this
feature could be caused by a freshening due to increased
river inflow or precipitation; reduced salinity leads to
reduced density and a compensating local sea-level rise
(see Miller and Russell 2000).

Six of the eight models show a minimum of sea-level
change in the Southern Ocean (and none show a maxi-
mum), as also found by Manabe et al. (1991), Gregory
(1993), Bryan (1996) and Jackett et al. (2000). The
Southern Ocean is a region of pronounced heat uptake
(e.g. Murphy and Mitchell 1995; Hirst et al. 1996;
Gregory 2000), but thermal expansivity is small at the
cold water temperatures of high southern latitudes and
some of the heat is exported to lower latitudes. Changes
in wind stress may also affect the sea-level drop across
the Antarctic Circumpolar Current.

Model SD Mini Maxi . .
oce B axmmum Bryan (1996) drew attention to a dipole pattern of
CGCM1 0.19 0.3 1.6 sea-level change in the northwest Atlantic, which is also
CGCM2 0.23 0.2 22 seen in all the models considered here except ECHAM4/
CSIRO Mk2 0.15 0.5 1.3 OPYC3. In the longitudes 40-50°W, for instance, sea-
ECHAM4/0OPYC3 0.34 -1.2 2.3 level rise i h d h h d red d h
GFDL RI15.b 0.18 0.3 18 evel rise 1s enhance tot S north and reduced to t.e
GFDL_R30.¢ 0.25 0.2 2.5 south of the approximate latitude of the North Atlantic
GISS2 0.48 -1.5 3.1 Drift (Fig. 6). Insofar as this current is a branch of the
HadCM2 0.29 0.1 1.7 North Atlantic overturning circulation, the sea-level
HadCM3 0.32 -0.5 2.2 . . . . .
pattern is consistent with the weakening observed in
Table 4 Spatial and temporal _ . . _ . _
variance of sea-level Model o./m oy /mm a”! gr/m ay/mm a Loy Wiy oo/mm a”!
CGCM1 0.009 0.22 0.006 0.20 0.24 0.33
CGCM2 0.009 0.20 0.006 0.17 0.32 0.23
CSIRO Mk2 0.010 0.20 0.007 0.18 0.33 0.18
ECHAM4/0PYC3 0.035 0.64 0.025 0.48 0.75 0.27
GFDL_R15.b 0.004 0.16 0.010 0.21 0.51 0.13
GFDL_R30_c 0.010 0.24 0.010 0.24 0.38 0.16
HadCM2 0.011 0.37 0.011 0.37 0.24 0.25
HadCM3 0.017 0.47 0.017 0.47 0.40 0.38

g, 1s the spatial standard deviation of temporal variability deduced from decadal-mean fields of sea-
level change. o7 is the same quantity adjusted to take into account the cases where a difference or an
ensemble was used to evaluate the fields of sea-level change; this quantity is an estimate of the decadal-
mean temporal standard deviation of sea-level. g, is the spatial standard deviation of estimated trends
of local sea-level rise during 1910-1990. ¢}, is the same quantity adjusted as for ¢*. The ratio V5}7 is
the proportion of spatial variance of trends explained by temporal variability V. g9 is the spatial
standard deviation of trends during 1910-1990 from a set of nine gridboxes distributed following

Douglas (1997)
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most AOGCM experiments. In ECHAM4/OPYC3, the
Atlantic overturning circulation does not weaken (Latif
et al. 2000), consistent with the absence of this pattern.

5 Sea-level change in the twentieth century
5.1 Spatial variance of sea-level trends

As we saw in Sect. 4, the geographical pattern of sea-
level change in any single decade of the twentieth cen-
tury by itself cannot be distinguished from variability,
since the signal-to-noise ratio is too low. However, it
may be possible to discern the geographical non-uni-
formity in local trends over several decades taken to-
gether, because using a longer period will reduce the
influence of temporal variability. In practice, local sea-
level trends are obtained by linear regression against
time of tide-gauge records, which provide the only ob-
servational time series that extend over many decades.
(Although satellite altimetry is a promising technique for
the future, it has so far provided less than a decade of
continuous measurements.) Observations show no evi-
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dence of acceleration (a point we return to at the end of
this section), and we use a linear fit in our analysis for
consistency with this. Nonetheless, we expect (Table 2)
an acceleration in sea-level rise due to thermal expansion
in the twentieth century, unless this acceleration is offset
by some other term, such as one of those discussed later
(Sect. 5.2).

Suppose that T'(x) is the slope of the best linear fit of
R(x, ) (sea-level change due to climate change) against
time. Because of the presence of variability € (see Eq. 2),
the best linear fit to local sea-level change A(x,?) will
have a slope M(x) that differs from 7'(x) in general. The
geographical variation of e will inflate the spatial vari-

ance a3,. Let us write

oi, = 02T +V,
where o2 is the spatial variance due to the geographical
dependence of R, and V is the additional variance due to
variability. (This equation is the analogue for sea-level
trends of Eq. 3.)

Using the AOGCM data, we can estimate V, fol-

lowing a bootstrap method. First, we find the spatial
variance of fitted local trends 1910-1990. Then to the
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Table 5 Area-weighted correlation coefficients between geographical patterns of sea-level change during the twenty first century from

pairs of models

1 2 3 4 5 6 7 8 9
1 CGCM1 1.00
2 CGCM2 0.65 1.00
3 CSIRO Mk2 0.45 0.37 1.00
4 ECHAM4/OPYC3 0.09 -0.14 0.29 1.00
5 GFDL_R15.b 0.21 0.28 -0.02 0.12 1.00
6 GFDL_R30_c 0.45 0.58 0.05 -0.15 0.63 1.00
7 GISS2 0.10 0.25 0.22 -0.16 0.00 0.10 1.00
8 HadCM2 0.41 0.50 0.60 0.19 0.08 0.20 0.30 1.00
9 HadCM3 0.25 0.09 0.47 0.34 0.13 0.07 0.03 0.37 1.00

The fields were averaged onto a common 5°-grid before the correlations were computed
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linearly fitted twentieth-century fields we add randomly
chosen twenty-first-century e fields from the same
AOGCM, fit linear trends again, and calculate the new
spatial variance. (The e fields are the residuals from the
quadratic fit for the twenty first century.) The increase in
spatial variance is taken as an estimate of V. We repeat
the procedure 100 times, and find the average V. The
spatial standard deviation of trends g7, lies between 0.18
and 0.48 mm a~! (Table 4). (The asterisk denotes ad-
justment for differences and ensembles of runs, as was
done earlier for o..) The proportion V57 of the spatial
variance explained by variability ranges from about
25% to about 50%, with ECHAM4/OPYC3 being an
outlier at 75%. Although the importance of variability
differs greatly between models, it thus appears that ¢ is
larger than 7* in most cases, i.e. in most models, a larger
part of the spatial variance of simulated twentieth-
century sea-level trends is due to climate change than

Table 6 Significant regional sea-level changes. The table shows the
number of models with significantly less or significantly more than
global average sea-level rise in the various regions during the
twenty first century. There are eight models in total

to temporal variability. This suggests the possibility that
there may be a statistically significant geographical
pattern due to climate change in the twentieth-century
sea-level trends.

5.2 Comparison with estimates based on tide gauges

The model estimates for thermal expansion in the
twentieth century (Table 2) are substantially smaller
than the observational estimate of 1.0-2.0 mm a~! of
sea-level rise based on tide-gauge records (Church et al.
2001). This is because of contributions from factors
other than thermal expansion. The widespread recession
of glaciers has resulted in an increase of mass of the
world ocean (Meier 1984; Zuo and Oerlemans 1997).
There may also have been significant contributions to
ocean mass from the Antarctic and Greenland ice-sheets
(though the sign of these terms is uncertain) (Church
et al. 2001), extraction of groundwater which subse-
quently finds its way to the sea (a positive term) (Gornitz
et al. 1997; Sahagian 2000), and impoundment of water
in reservoirs (a negative term) (Gornitz et al. 1997;
Sahagian 2000). Addition or subtraction of water will

Region Less  More  not have altered sea-level uniformly, because of changes
Arctic Ocean (north of 67°N in the Adlantic) 0 7 to the geoid caused by‘redlstr.lbutlon of mass frqrn land
Atlantic Ocean 30°N_67°N 3 3 to ocean, and changes in loading on the crust by ice and
Atlantic Ocean 30°S-30°N 5 2 ocean (Nakiboglu and Lambeck 1991; Mitrovica et al.
Indian Ocean north of Equator 4 4 2001). These effects are not simulated by the AOGCM:s,
Indian Ocean 30°S-0 3 4 and are in addition to the non-uniformity due to changes
Mediterranean Sea 5 3 . irculation and densi
Pacific Ocean north of 30°N > > in ocean circulation and density. .
Pacific Ocean 30°S—30°N west of 180° 3 3 Measurements of local sea-level change by tide
Pacific Ocean 30°S-30°N east of 180° 4 3 gauges are affected by movement of the land on which
ialmﬁc_ocean 60°S-30°S . 1 4 the gauges are sited, in particular due to post-glacial
Sglft?lzfndgieﬁd;?lgcg?%fg §-30°8 2 g isostatic adjustment, which in some regions is compa-
rable to or larger than the effect of ocean changes; see
Fig. 6 Sea-level change 0.6 T T T T T T T T
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Church et al. (2001) for a discussion. Land movements
are not included in the AOGCMs, and are subtracted
from tide gauge records before the latter are used to
make comparisons with estimates of ocean contributions
to sea-level change.

According to Douglas (1992), a tide-gauge record of
at least fifty years is needed to obtain a useful estimate of
a local trend. There is only a very small set of gauges
that cover a long enough period and are free from land
movement or can be reliably corrected for it. With such
a small set, it is possible that the geographical variation
of sea-level change might not be sufficiently sampled,
leading to an underestimate of the spatial variance and a
possible bias in the global average.

Douglas (1997) calculates the global-average trend as
the mean of nine regions, each being represented by a
small number of gauges. He gives the standard error of
estimate of the global-average trend as 0.1 mm a~!,
which implies a spatial standard deviation of about
0.3 mm a~', i.e. larger by /9, assuming the regions are
not correlated. This lies within the range given by the
models for g3, (Table 4). As the number of gauges in-
creases, it would not be correct to continue to diminish
the standard error of the estimated global-average trend
indefinitely, because the temporal variability would be-
come spatially correlated. In the limit of sampling ev-
erywhere (practically approached by satellite altimetry),
there would still remain some statistical uncertainty in
the trend, owing to globally correlated temporal vari-
ability.

To investigate quantitatively the effect of sampling on
spatial variance, we evaluate twentieth-century trends
from the AOGCM results for the nine regions used by
Douglas (1997, his Table I), choosing one 5°-gridbox in
each case. This small sample tends to underestimate the
spatial variance of the whole field of trends (Table 4,
compare g9 with /), maybe because the extreme trends
in the models are not adjacent to coasts, where the tide
gauges are located. The underestimate is severe in the
case of ECHAM4/OPYC3, whose strongest spatial
variations occur in the Southern Ocean, a region not
sampled at all by tide gauges. The average of the nine
gridboxes is fairly near to the global-average trend in
most cases; it does not appear to be biased. It should be
noted that there may be coastal effects on sea-level
change not simulated by any of the models because of
their relatively low resolution. For instance, the models
could not simulate propagation of signals by coastally
trapped waves, in the manner suggested by Hsieh and
Bryan (1996).

The small sample size that can be used in practice will
also make it harder to detect any acceleration in twen-
tieth-century sea-level rise. Using again the sets of nine
gridboxes corresponding to the regions of Douglas
(1997), we have also calculated the acceleration from the
AOGCM results. Although all the models have a posi-
tive acceleration in the average of the nine gridboxes, the
acceleration is not statistically distinguishable from zero
in most cases, unlike the results based on the complete
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ocean area (Table 2). If the model variability is realistic,
this result suggests that the absence of acceleration in the
observations is not necessarily inconsistent with the
model predictions of an increasing rate of thermal
expansion during the twentieth century.

6 Conclusions

It is expected that the major contribution to sea-level rise
over the next hundred years will be thermal expansion,
which can be evaluated from AOGCMs. This work
compares the results from several AOGCMs for global-
average sea-level rise due to thermal expansion in the
twentieth and twenty first centuries, and the geographi-
cal distribution of sea-level change due to ocean density
and circulation changes.

We find that a small network of widely spaced tide
gauges, such as that use by Douglas (1997), may some-
what underestimate the spatial variance of local sea-level
trends in the twentieth century. In most AOGCMs, the
majority of this variance comes from an underlying non-
uniformity in the effect of climate change on sea-level,
but local temporal variability also makes an important
contribution.

The AOGCM estimates of thermal expansion in
recent decades (0.6-1.0 mm a~! for 1955-1995) are
somewhat larger than estimates based on observations
of interior ocean temperature changes. The AOGCMs
indicate an increase during the twentieth century in the
rate of global-average sea-level rise due to thermal
expansion, but the small set of tide gauges with long
records would be probably unable to detect an acceler-
ation of the magnitude simulated by the models.

In the twenty first century, the experiments we have
used all followed the 1S92a scenario. In all the models
there is a constant acceleration in global-average sea-
level rise due the thermal expansion during the century.
They all project a larger average rate for the twenty first
century than the twentieth, but their results cover rather
a broad range (2.0-3.7 mm a~! for 1990-2090). This
range reflects systematic uncertainty in modelling of
climate change and of ocean heat uptake.

The pattern of local sea-level change is strongly non-
uniform, with some regions experiencing more than
twice the global average. In most regions, sea-level
changes are significant compared with variability.
However, the models show few common features in the
geographical distribution of sea-level change, the main
exceptions being that nearly all models show more than
average sea-level rise in the Arctic Ocean and less than
average in the Southern Ocean. The lack of agreement
implies that we can have little confidence in regional
projections.

Since sea-level change can have important impacts, it
is clearly important to be able to make global and re-
gional predictions of it. As we have demonstrated, the
models show substantial differences in these quantities.
To understand both the similarities and the differences
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among models, and thereby to reduce the systematic
uncertainty in projections, we conclude there is a need for
more detailed analysis and comparisons of the mecha-
nisms which determine the changes in ocean circulation,
interior properties and consequent sea-level change.

Appendix

Methods for calculating local sea-level change
in rigid-lid models

The way in which sea-level enters the equations of motion of the
real ocean is through its effect on the hydrostatic pressure

n

p(2) :/ﬂgdZ’ ,

z

where ¢ is the acceleration due to gravity and 7 is the local sea-level.
Geographical variation in 7 is of order 1 m. Both z and 5 are taken
as relative to some time-independent surface of constant gravita-
tional potential, to which the sea-surface would be parallel if the
ocean were in a steady state of rest. As a consequence of the re-
placement of varying # with a fixed surface at z = 0, the hydrostatic
pressure p at level z and geographical location x in a rigid-lid model
has two terms

p(x,2) = pp(x,2) + ps(x)
where
0

Py = /ﬂ(xyz’)gdZ’

z

is the pressure due the weight of water between level z and the lid.
The rigid-lid pressure p, can be converted to sea-surface height
according to

Ps =Np.g ,

p, being the density of sea-water at the surface. The hydrostatic
pressure appears in the equations of motion only as its horizontal
gradient Vgp. Hence the dynamics of the model determine p, only
to within an arbitrary additive constant. This means that the rel-
ative topography of the ocean surface can be obtained, but its
absolute height with respect to a frame referred to the solid earth is
not known. Despite this, we can work out the local sea-level dif-
ference h(x) between one climate state (state 1) and another
(state 2) according to

h(x) = iy (x) =i (x) +r

where 7; is the relative topography in state i, the arbitrary offsets
having been chosen to give a global-average of zero for 7 in each
state. The global average of % is thus the separately determined r.
This two-part procedure is discussed and justified by Greatbach
(1994). To carry out the calculation, three different methods have
been used, which we proceed to describe.

Diagnosed Vypy

The equation of motion of the rigid-lid model can be summarised
as

6uH

1
[ ) 4
a[ 0 VHpé ’ ( )

where uy is the horizontal velocity and p, a nominal density (fol-
lowing the Boussinesq approximation). Here F represents the ac-
celeration caused by all forces except the rigid-lid pressure gradient
Vups. These forces are the remainder Vyp, of the pressure gradient,
the Coriolis force, and the effects of viscosity and advection.
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Integrating this equation vertically gives

0 0

allH H

—dz Fdz——Vyps . 5
/ ot / Po b ®)

-H -H

Because of the rigid lid, volume is conserved, so the vertically in-
tegrated velocity has no divergence. Hence taking the divergence of
Eq. 5 yields

0
1
0

—H

For GFDL_R15.b and GFDL_R30_c, the right-hand side of the
elliptic Equation 6 is diagnosed from the model, and the equation
is solved for p; by successive over-relaxation using gradient
boundary conditions, as discussed by Pinardi et al. (1995).
Alternatively, we can take the vertical average of Eq. 4:

0
ou, 1
H/ L] *H/Fdz——VHpY.
“H

Since the vertically integrated flow is non-divergent, it can be
represented by a stream function , leading to

1 1 oy
—Vup, = Fdz——k xV ,
00 HP H/ *VH S ot

where k is a vertical unit vector. For HadCM2 and HadCM3
(Gregory and Lowe 2000), the relative topography is calculated
from this equation by diagnosing the terms on the right-hand side
from the model, calculating Vyps, and extracting p, by a numerical
minimisation.

These two methods both use information from the full equation
of motion to obtain p, up to an additive constant, and hence #. Any
differences between them result only from the numerics of the
equation-solvers. The HadCM2/HadCM3 method was also used
by Gregory (1993) for an earlier version of the Hadley Centre
model, but in that case Vyp, was not available as a model diag-
nostic, and had to be estimated from the other terms in the equa-
tions of motion. Since geostrophy is a good approximation away
from continental boundaries and well below the wind-driven
Ekman layer, Vyp, and the Coriolis force were the dominant terms
in these estimates.

Geostrophy

For the other rigid-lid models used, geostrophy was assumed in
order to compute the relative topography. With the assumption of
geostrophy, F contains only the pressure gradient and the Coriolis
force, and acceleration is neglected. The equation of motion is

0=—fpok xuy — Vup

= —fpok xuy —Vup, — Vupy , (7)

where f is the Coriolis parameter. The model velocity field at level z
gives us the Coriolis term, and the density field above z the p, term;
hence we obtain Vyp, and extract p, as before. Alternatively, using
the first form of the right-hand side, we obtain Vgp, extract p, and
then calculate p; = p — p,. The latter underlies the procedure used
for the CSIRO Mk2 model, as described by Jackett et al. (2000).
The local sea-level change is given by

h Nij4r =P AP Ap

PoY Y

Jackettet al. (2000) obtain Ap from the inversion of V5 Ap and set the
arbitrary constant so that Ap, rather than Apy, has an area-average of
zero. Let us write Ap so adjusted as Ap. To retain an area-average of
zero for Apy, the area-average of Ap, must also be subtracted:

+r
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Fig. 7a—¢ Comparison of
different methods of calcu-
lating local sea-level change,
tested on HadCM2 results.
a Sea-level change calculated
using the diagnosed Vyp.

b Difference from a of the
result of the method of
Jackett et al. (2000), assum-
ing geostrophy. ¢ Difference
from a of the results of the
method of dynamic topog-
raphy, assuming geostrophy
and a level of no motion at
1190 m
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Table 7 Comparison of results from different methods for calculating the same field of sea-level change

Method SD/m Maximum/m Minimum/m Correlation
Diagnosed Vyp; (Gregory and Lowe 2000) 0.10 0.27 -0.39 1.00
Geostrophy (Jackett et al. 2000) 0.11 0.26 -0.35 0.97
Geostrophy and no motion at 1190 m (Bryan 1996) 0.10 0.28 -0.32 0.94

These three methods were all used to calculate the field of sea-level change shown in Fig. 7a. The statistics here were computed after
subtracting the area-weighted average in each case. SD is the area-weighted standard deviation; the correlation is with the results of the

first method

Ap — Ap Ap — A 11
h= P pp+r: P pﬂ—&—r—i——f/AppdS.
Pog P09 pogS

The two last terms can then be combined as

0 0
rZ:—l/ / @dz'ds+il//Apgdz/ds
N Po Pog S
S -H S z

:—l/ /@dz’ds,
SJ) J po
S -H

i.e. the sea-level rise due to thermal expansion between the bottom
of the ocean and level z. Since no value can be computed at points
where the ocean is shallower than z, it is best to choose the smallest
z which is deep enough to avoid the influence of the wind. Jackett
et al. (2000) demonstrate that the method is insensitive to the
choice of z, as it should be.

Figure 7a is the local sea-level change in a particular decade of a
HadCM2 experiment computed by the method normally employed
for HadCM2 results, using the diagnosed Vypy; in Fig. 7b we show
the difference between this and the same field calculated by the
method of Jackett et al. (2000). The difference is less than 0.05 m
nearly everywhere and shows no structure other than a small sys-
tematic difference between the Pacific and the other oceans. The
area-weighted correlation between the fields is high and their sta-
tistics are similar (Table 7).

Geostrophy and a level of no motion

The traditional oceanographic method of calculating local sea-level
is as the dynamic topography, which in addition to geostrophy
assumes a level of no motion i.e. a surface of constant z =z, on
which ug = 0. This assumption should be reasonably good if zj is
deep in the interior of the ocean, but not near the bottom. On
z = zy, the equation of motion (Eq. 7) simplifies to

Vup =Vup, +Vup; =0,

which is immediately solved by p; = —p, + constant; unlike in the
previous methods, there is no need to extract a scalar from a gra-
dient field. This is how local sea-level was calculated by Bryan
(1996). This method cannot give a value for waters shallower than
the level of no motion.

Figure 7c exhibits the difference between the results of this
method assuming zp = 1190 m and the Vyp, method. The differ-
ence has some structures which are related to ocean circulation; the
largest discrepancies are of order 0.1 m and occur in regions where
there are substantial currents at depth, in the Antarctic Circum-
polar Current and North Atlantic. In these regions, the assumption
of no motion is probably unsatisfactory, but in general, agreement
is almost as good as for the method of Jackett et al. (2000).
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