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ABSTRACT

The orographic modification of cyclone development is examined by means of primitive equation mode}
simulations. When a mature baroclinic wave impinges on an east-west oriented mountain ridge, a relatively
intense cyclone forms on the south side of the ridge. This cyclone extends throughout the depth of the troposphere
and possesses relatively small vertical tilts, large velocities, and strong temperature perturbations compared to
classical baroclinic eddies. The vorticity growth in the orographic cyclone center is larger than that of baroclinic
eddies that grow over flat terrain. However, there is no absolute instability associated with this orographic
enhancement. A longer ridge produces a more intense eddy.

The behavior of small-amplitude normal modes on a zonally symmetric mountain ridge shows that baroclinic
development is enhanced where the topography slopes in the same direction as the isentropes. This is consistent
with earlier studies using uniform slopes that show that the heat flux forced by this terrain enhances the con-
version of available potential energy. It is shown that the structure of nonlinear waves is similar to that of linear
modes over a mountain ridge with steep slopes, in which the cross-ridge flow and the associated heat flux are
partially blocked by the mountain.

Simulations of a stationary cold front interacting with a mountain ridge suggest that orographic cyclogenesis
is triggered when the mountain ridge locally modifies the frontal circulation as it impinges on the ridge. Warm
southerly flow in the front is diverted westward by the mountain ridge, intensifying the strong hydrostatic
pressure gradient between the mountain anticyclone and the developing cyclone to the south. In contrast, cold
northerly flow is diverted eastward as it approaches the mountain and effectively broadens the mountain anti-
cyclone toward the north. This produces the characteristic pressure dipole observed in orographic cyclogenesis.
It is concluded that mature baroclinic eddies approaching the mountain ridge should have a strong frontal zone
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with a considerable temperature contrast and strong circulation for an intense response.

1. Introduction

Alpine cyclogenesis has attracted a great deal of re-
cent attention, in part due to the availability of the com-
prehensive dataset that resulted from the Alpine Ex-
periment (ALPEX). Perhaps the most studied example
of this so-called “‘lee cyclogenesis’” occurred on 3—6
March 1982 during the ALPEX Special Observing Pe-
riod. In this case, a deepening upper-level trough ap-
proached the European continent and the Alpine mas-
sif. A distinct cutoff low formed at 300 hPa directly
south of the Alps within 24 hours, as shown in Fig. 1a.
During this time, a surface cold front associated with
the upper-level trough crossed part of the Alpine mas-
sif, and a closed low developed at 1000 hPa (Fig. 1b).
High pressure over the Atlantic extends north of the
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Alps, forming with the closed low to the south a strong
pressure dipole across the mountain range that is char-
acteristic of this phenomenon (Mesinger and Pierre-
humbert 1986).

The theories that have been proposed to explain this
phenomenon approach the problem mainly from two
distinct points of view: modifications at the scale of
baroclinic waves, and local alterations confined to the
environment near the orography. Those theories that
concentrate on wave-scale effects ascribe lee cyclogen-
esis to the interaction between a large-scale baroclinic
wave and an isolated mountain range. Pierrehumbert
(1985) has shown that an eastward-propagating baro-
clinic wave that is bisected by a knife-edge mountain
produces a symmetric pattern of cyclones and anticy-
clones both north and south of the barrier, as a conse-
quence of complete low-level flow blocking. Speranza
et al. (1985) have proposed a normal-mode theory of
lee cyclogenesis wherein the structure of an unstable
baroclinic wave is modified by orographic stretching
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FIG. 1. Development of the 5 March 1982 Alpine lee cyclone in the (a) 300-hPa and (b) 1000-

hPa geopotential height and velocity fields for selected times. The contour interval is (a) 60 dam;
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FiG. 1. (Continued) (b) 30 dam. The maximum wind speed, corresponding to the longest wind
vector shown, is (2) 10 m s ! and (b) 20 m s ™. Land is lightly shaded, and terrain heights greater

than 1000 m are darkly shaded.
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acting on the meridional flow in the wave. A review of
this theory and its extensions is provided by Tibaldi et
al. (1990). These linear quasigeostrophic theories de-
scribe both lee cyclogenesis and lee anticyclogenesis
(Buzzi and Tosi 1989), which occur as different phases
of the parent baroclinic wave pass over the mountain,
but they cannot adequately account for the observed
rapid wave growth.

One of the leading theories dealing with the local
effects is that of Smith (1984, 1986). He associates lee
cyclogenesis with the growth of the first trough in a
standing baroclinic lee wave. However, the unrealistic
constraint that the cross-ridge flow contains a zero wind
level, required to achieve the maximum stationary re-
sponse, restricts the validity of this theory. A recent
nonlinear quasigeostrophic calculation by Schér
(1990) suggests that Smith’s mechanism may produce
initial perturbations on the scale of a baroclinic lee
wave within a relatively broad baroclinic frontal zone,
as the latter is deformed and retarded by the mountain.
The calculation shows that the scale of this disturbance
is limited by the extent of the baroclinic zone. As a
consequence, this mechanism may be unable to pro-
duce systems with reasonable scales within more re-
alistic narrow frontal zones. It is also suggested that a
second phase of growth is associated with the interac-
tion of this low-level perturbation with the upper-level
vorticity in a process that possesses some characteris-
tics of Pettersen’s Class B cyclogenesis (Bleck and
Mattocks 1984). However, Schir’s results may also be
interpreted as the projection of the forcing by the moun-
tain onto a number of unstable and neutral modes from
which the most unstable mode slowly emerges. Finally,
his basic state has similar limitations to that in Smith’s
study in that the presence of a cross-ridge wind reversal
in the vertical is required for a large stationary re-
sponse. This condition is probably unrealistic in typical
midlatitude baroclinic zones.

Despite these attempts to clarify the physical mech-
anisms responsible for the orographic modification of
cyclogenesis,’ at present there does not appear to be
one that satisfactorily explains most of the salient fea-
tures of the phenomenon. Indeed, Egger (1988) has
discussed the shortcomings of the theories of Smith
(1984), Pierrehumbert (1985), and Speranza et al.
(1985) cited above in idealized simulations of oro-
graphic cyclogenesis, while Tafferner and Egger
(1990) have performed a similar evaluation of these
theories with cases of cyclogenesis observed during
ALPEX. In both studies, none of the three theories

! The name “‘lee cyclogenesis’” implies a direction to the incoming
flow that is responsible for generating the enhanced cyclogenesis.
Since the processes responsible are not exactly elucidated yet, it
seems preferable, and the convention will be followed throughout the
rest of this paper, to refer to lee cyclogenesis as the orographic mod-
ification of cyclogenesis, or orographic cyclogenesis.
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could adequately describe the processes leading to en-
hanced cyclogenesis.

Tafferner and Egger (1990) have pointed out that a
certain amount of ambiguity resides in what exactly
constitutes an orographic cyclone. For example, nu-
merical simulations without the Alps show cyclone evo-
lution similar to that on 5 March 1982 (illustrated in
Fig. 1), so it is unclear what role, if any, the mountains
have in creating this ‘‘classic’’ case of orographic cy-
clogenesis! The mountains may simply serve to modify
cyclone development rather than cause it. Furthermore,
orographic cyclogenesis does not appear to be a robust
phenomenon. The synoptic configuration of wind and
temperature on 2 March (not shown) closely resembles
that preceding the development on 5 March, but sig-
nificantly weaker cyclogenesis occurred at this time.
Any theory of orographic cyclogenesis must also ac-
count for the fact that the appearance of an orographic
cyclone is rather sensitive to the prevailing synoptic
conditions. The apparent lack of success of the large
body of existing theories suggests that both wave and
local scales must be considered for a proper description
of orographically modified cyclone evolution. It is this
approach that will be pursued here.

Our main purpose is to examine the generation of
secondary cyclones during the interaction of a mature
baroclinic system and an isolated orographic ridge. Ide-
alized simulations of the entire life cycle of baroclinic
eddies impinging on orographic ridges of different
lengths are the thrust of section 2. The basic flow used
in these simulations is similar to the climatological
mean conditions over Europe in the spring. In the so-
lutions, a distinct vorticity maximum is generated to
the south of an east—west oriented ridge. Although
some resemblance to Alpine cyclogenesis is apparent
due to the basic state and ridge orientation, these ide-
alized simulations were designed to capture the basic
physical mechanisms involved in orographic cyclogen-
esis rather than model this process in any particular
region of the globe. Nevertheless, the large amount of
attention that Alpine cyclogenesis has received invites
a discussion of these mechanisms in terms of this ob-
served phenomenon.

The individual roles of the wave scale and local scale
are discussed in the remaining sections. The same basic
flow used in section 2 is employed to study linear and
finite-amplitude wave-scale intensification mecha-
nisms, which enhance the growth of normal modes on

the south slope of a ridge (e.g., Orlanski and Cox 1973;

Speranza et al. 1985), as discussed in section 3. It is
shown that wave growth by itself is insufficient to pro-
duce the development in either the idealized simula-
tions or observed cases of Alpine cyclogenesis, mainly
because the eddies do not reside near the ridge long
enough for growth to be significant. However, the local
production of cyclonic vorticity during the interaction
of the mature cold front in the baroclinic wave with the
mountain occurs rapidly enough and with sufficient
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strength to account for most of the characteristics of
cyclogenesis south of the ridge, as shown in section 4.
A summary and conclusions are presented in section 5.

2. Model simulation
a. Model characteristics

Orographic cyclogenesis is examined by means of a
primitive equation model on a beta plane (the ZETA
model) expressed in the terrain-following coordinate:

Z = e clEh(xy)/(H-h(xy))) s ( 1 )

where z is physical height, #(x, y) represents the oro-
graphic profile, and H is the height of the model rigid
lid. In the simulations presented here, the Boussinesq
approximation is made. Currently, the model is peri-
odic in the zonal direction. However, to isolate the ef-
fects of the topography on an incoming baroclinic
eddy, damping by sponge layers at both ends of the
channel is included. Rigid impermeable walls bound
the domain in the meridional direction. A more detailed
description of the model equations can be found in the
Appendix.

The basic flow is a zonal jet with piecewise linear
vertical shear in thermal wind balance with a tropo-
spheric temperature gradient given by

fOA T
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(2)
where f=[10"* + 107 (y — y,)] s~" is the Coriolis
parameter, ®, = 302 K is a reference temperature, and
g is the gravitational acceleration. The (piecewise)
constant vertical shear A is set here to A = 0.003 s™!
for z < 8 km and A = O for z > 8 km. The width of
the jet is L, = 5500 km, and y, is the location of the jet
axis. This baroclinically unstable flow, shown in Fig.
2, is fixed at the upstream boundary and is perturbed
(at the end of the left sponge layer) by specifying the
meridional velocity as the time-dependent Eady wave
solution with constant amplitude. These perturbations
develop into baroclinic waves in the fluid interior that
eventually collide with the mountain downstream. The
jet axis is placed north of the ridge so that the cold front
in a baroclinic wave intersects the ridge in a manner
similar to the observations in the spring or autumn over
Europe, when most cases of Alpine cyclogenesis occur.
It should also be noted that the mountain itself perturbs
the basic flow and produces unstable baroclinic waves
farther downstream of the ridge.

b. Control solution

The mountain is represented by an isolated ridge
1500 m high with a north—south width of 600 km ex-
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FiG. 2. Potential temperature ®(y, z) (thin contours every 5 K)
and zonal velocity U(y, z) (thick contours every 2 m s™') in the
basic state used for the control simulations. Negative contours are
dashed. Tick marks are placed every 3000 km in the horizontal and
every 5 km in the vertical. The mountain profile (dotted line) at the
middle of the ridge used in the control experiment is shown for ref-
erence.

tending 2600 km in the east—west direction. The me-
ridional profile is Gaussian, while the zonal profile is a
plateau with Gaussian slopes. The channel is 25 600
km long, 6600 km wide (257 X 67 points), and 12 km
high (13 levels). The model has been integrated past
10 days (¢ = T,) to allow the small amplitude pertur-
bation at the left boundary to grow into mature eddies
that eventually interact with the orographic ridge down-
stream.

A distinct relative vorticity maximum appears south
of the ridge as the main cyclonic eddy passes to its
north, as seen in the upper-level relative vorticity fields
in Fig. 3. The isolated vorticity maximum south of the
ridge contrasts with the elongated regions of cyclonic
vorticity associated with trailing cold fronts in down-
stream waves. As noted above, these waves develop on
the right of the channel from perturbations excited by
the imposed orography. They evolve as classical baro-
clinic eddies over a flat surface and serve as a contrast
to those eddies that are directly interacting with the
orography on the left of the channel. The orographi-
cally modified vorticity extends farther south and is
stronger than that associated with the downstream and
orographically unperturbed frontal systems.

This southern vorticity center extends throughout the
depth of the atmosphere and possesses relatively little
vertical tilt compared to the unperturbed downstream
baroclinic eddies, as shown in the vorticity cross sec-
tions south of the ridge displayed in Fig. 4. Further, the
vorticity south of the ridge intensifies rapidly. A com-
parison of the maximum surface vorticity growth in this
eddy with that in the unmodified cyclone (indicated by
the arrow in Fig. 3) is shown in Fig. 5. The growth rate
of the orographically modified vorticity center (dotted
curve) exceeds that of the unmodified wave (dashed
curve) throughout the period. However, the vorticity at
a fixed point south of the ridge (solid curve) shows
only transient growth. The potential temperature sig-
nature and meridional and vertical velocities shown in
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FiG. 3. Development of relative vorticity in the control experiment at z = 6000 m and at selected times. The contour
interval is 5 X 107® s, and the heavy ellipse depicts the mountain half-width contour at 750 m. The arrow indicates
a baroclinic wave downstream of the ridge that was forced by the orography, as discussed in the text. Tick marks along

the upper borders are placed every 100 km.

Fig. 6 reveal strong structural similarities between the
unmodified downstream eddies and the orographically
modified one. However, the latter exhibits slightly
smaller vertical tilts, larger velocities, and stronger po-
tential temperature perturbations.

The potential temperature, pressure, and relative vor-
ticity at the surface (Z = 1) when the eddy interacts
with the ridge (¢ = T,) are shown in Fig. 7. The surface
pressure minimum on the southern slope is associated
hydrostatically with a warm anomaly and the positive
relative vorticity in the southern vortex center. These
features are displaced southward compared to the un-
disturbed waves upstream and downstream of the ridge,
even though the parent cyclone travels to the north of
the ridge. Anticyclonic vorticity, cold air, and high sur-

face pressure directly upstream of the ridge extend east-
ward into the mountain anticyclone and extend to the
north of the ridge to provide, with the cyclone, a pres-
sure dipole across the western end of the mountain.
These features aré very similar to those observed in the
structure of the Alpine cyclone shown at 1200 UTC 5
March 1982 in Fig. 1. We can assuine that this solution
captures a quite realistic initial development of cy-
clones modified by the orographic ridge.

The vorticity south of the mountain continues to
grow as long as the disturbance flanks the mountain
ridge as shown in Fig. 5. However, vorticity growth
ceases, and the eddy loses its identity, as soon as it
leaves the mountain, as indicated by the surface tem-
perature and wind field displayed in Figs. 8a,b. This
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center south of the ridg

likely that eddies could circumnavigate the earth to re-

behavior is related to the characteristics of instability
in orographic cyclogenesis. The instabilities for the

present basic state are of the

kine 1977);

cross the Alps, and global modes cannot form at all in

the control simulation with sponge layers at the zonal

convective’’ type (Mer-

exponential growth is apparent only

X3

>

boundaries. Convective instability must predominate

so that the length of the mountain ridge is of paramount
importance in determining the further intensification of

eddies. This hypothesis can be simply tested by re-
peating the control simulation with an elongated moun-

tain to verify that the eddies will continue to grow.

mode studies
with finite length mountain ridges (Speranza et al.

1985;

instability, that

, there is no ‘“absolute’’
is, exponential growth at a fixed location. This fact calls

that is,
in a moving reference frame. As shown by the solid

B

into question the applicability of normal

curve in Fig. 5

Trevisan and Giostra 1990; and others). For lo-

To examine the preceding considerations more thor-
oughly, we have generated a solution with the topog-

¢. Elongated mountain

cal features to be possible, either absolute instability is
required to produce a rapidly growing response in a
local area (local modes) or the disturbances that have

grown by convective instability must recross this area

T, are

very similar for both the control (Fig. 8a) and the elon-

perature and wind for the control (Fig. 8b) and the

raphy three times longer than in the control solution.
gated topography. The comparison of the surface tem-
elongated topography (Fig. 8c) are shown at the time

The temperature and surface circulation at ¢

1986).

weak absolute insta-

at most,

t4

repeatedly and undergo successive periods of renewed
bility is present, so that local modes are probably un-
important in orographic cyclogenesis. Global modes
are also unlikely to be present because it is highly un-

growth (global modes) (Pierrchumbert 1984,

Our results suggest that



596

5 Surface Vorticity Growth
107 —T T T T T T T T T 3
10} o .
L 1
"o 105k .
N ]
r 1
PTs ] S N A N —— max south of ridge
E ______ {max downstream ]
[ |¢| at fixed point
107 L L S B 1 L I 1
Tg-48h To-24h To To+24h Ty+48h

FiG. 5. The growth of the vorticity center south of the ridge (dot-
ted), the downstream vorticity in the baroclinic wave indicated by
the arrow in Fig. 4 (dashed), and the absolute value of the vorticity
at a fixed point south of the ridge (solid). All measurements were
made at the surface.

where the front in the control solution is exiting the
region of topography. Note that there is very little wave
activity immediately downstream of the extended ridge
(Fig. 8c) compared to the shorter ridge (Fig. 8b).
Moreover, the elongated ridge has a strong stabilizing
influence that significantly suppresses baroclinic
growth farther downstream of the ridge. A probable
explanation is that the control ridge excites downstream
eddies on a scale closer to that of the most unstable
baroclinic waves than does the elongated orography.

The fields shown in Fig. 8c reveal that the baroclinic
eddies impinging on a ridge produce stronger anoma-
lies to the south as the ridge length, and hence the in-
teraction time with the mountain, is increased. Further,
the eddies generated on the north side of the ridge are
weaker and possess a considerably shorter wavelength
(by a factor of ~2/3) than the circulations in the south.
It seems clear from this comparison that there are
strong differences between the evolution of eddies at
both local and wave scales on the south and north
slopes of the ridge.

The larger wave-scale features are reminiscent of the
early normal-mode analyses (Mechoso 1980, among
others) of linear baroclinic development over sloping
terrain. These studies used zonally symmetric topog-
raphies and suggested that positive and negative slopes
possess different stability characteristics. However,
features of the present case such as the isolated ridge,
its position south of the jet, and fully nonlinear devel-
opment make a comparison with these previous results
rather difficult. To remedy this, let us next analyze the
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impact of these factors on the scale of the baroclinic
waves. Since the development in the control and elon-
gated mountain solutions was similar while the eddies
flanked the slope, and because the eddies are convec-
tively unstable as previously discussed, it is useful to
isolate this impact from the local effects at the zonal
extremities of the terrain. Thus, we employ zonally
symmetric mountains in the following analysis.

3. Wave-scale effects

The influence of topographic slopes on the growth
rates of linear baroclinic waves has been investigated
by Orlanski (1969), Blumsack and Gierasch (1972),
and Mechoso (1980), among others, and Orlanski and
Cox (1973) have addressed the nonlinear regime in the
context of the initial value problem. The main conclu-

Potential Temperature (t=Tp)

N

FiG. 6. Cross sections of potential temperature (top, contours every
2.5 K), meridional velocity (middle, contours every 1 m s~'), and
vertical velocity (bottom, contours every 0.001 m s™*) through the
vorticity center south of the ridge at ¢ = T, shown in the middle panel
of Fig. 3. Negative contours are dashed. Tick marks are placed every
100 km in the horizontal and every 1 km in the vertical.
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FiG. 7. The surface potential temperature (top, contours every 1
K), pressure anomaly (middle, contours every 1 hPa), and relative
vorticity (bottom, contours every 2 X 103 s~ ') at t = T, of the
control simulation. Negative contours are dashed. The ellipse indi-
cates the mountain half-width. Tick marks along the botiom borders
are placed every 100 km.

sion of the linear studies is that the stability depends
on the relation of the topographic slope to the slope of
the isentropes. Instability is enhanced when the relative
slopes force the flow near the surface to move within
the ‘‘wedge of instability’” (Pedlosky 1987, section
7.6) and release available potential energy. One con-
sequence is that under typical Northern Hemisphere
conditions, development is concentrated on the south
slope of a zonally symmetric ridge, as shown in linear
quasigeostrophic (Speranza et al. 1985; Buzzi and
Speranza 1986) and nongeostrophic (Malguzzi et al.
1987) normal-mode calculations.

The evolution of the eddies in the elongated ridge
solution exhibits 'some of the features suggested by
these linear theories, such as the enhanced development
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on the south slope of the ridge and a tendency for
weaker eddies and shorter wavelengths on the north
side (Fig. 8c). However, since the basic state jet (2) is
placed north of the ridge, consistent with the springtime
climatological position of the jet over Europe, it is im-
portant to confirm that the fundamental aspects of the
linear solutions are present in the normal modes for this
configuration. These results will be used to interpret the
extension of these calculations to finite amplitude,
which more accurately reflects the growth in the sim-
ulations presented in section 2.

a. Zonal symmetric ridge: Linear response

Linear normal modes were calculated by integrating
the nonlinear primitive equation model for short peri-
ods and renormalizing the zonal perturbation after each
period. This procedure should closely approximate the
development of eigenmodes in the formally linearized
model. The mean flow is that of the control simulation
(Fig. 2), but the sponge layers have been removed at
the left and right boundaries. The mountain ridge has
a Gaussian profile and the same meridional location as
that of the previous solutions. The resolution is in-
creased so that the channel is 8480 km long by 6370
km wide (161 X 99 points) and 12 km high (23 lev-
els). Four solutions with different mountain heights
hp.r and e-folding widths L, will be discussed: (a) Apnax
= 0 (no topography); (b) hg. = 500 m and (C) Amax
= 1500 m, both with L, = 300 km; and (d) a narrow
mountain with A, = 1500 m and L, = 100 km. The
low mountain (b) is comparable to that used in the
large body of the normal-mode quasigeostrophic stud-
ies (e.g. Speranza et al. 1985), and the higher mountain
(c) is similar to that used in the nongeostrophic analysis
of Malguzzi et al. (1987). The steep, narrow mountain
(d) is closer to that used by Pierrehumbert (1985), in
which the ridge is represented by an impermeable bar-
rier of zero thickness in the lower layer of a two-layer
model. It should be noted that although the perturba-
tions remain small in the current model integrations,
the mountain in all cases has a finite height.

Extended integrations of these cases have been per-
formed to ensure the appearance of the most unstable
mode. These calculations show several features that are
consistent with analyses of baroclinic instability over
sloping terrain. The surface pressure anomalies for the
four linear solutions are displayed in Fig. 9. The largest
growth rates (approximately 0.91 day ~') occur without
any terrain (Fig. 9a). This solution is the classical baro-
clinic normal mode for the wind profile under investi-
gation. The low mountain (Fig. 9b) with shallow slopes
merely distorts the form of the normal mode; it does
not qualitatively change the characteristics of the mode.
The amplitudes are weaker because of the smaller
growth rate (about 0.54 day '), with low pressure am-
plitudes slightly stronger than high pressure ampli-
tudes, but the maxima remain north of the mountain
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bands correspond to § < 2 K (white), 2 K < § < 2.5 K (dark), 2.5 K < 6 < 3 K (white), 3 K < 6 < 4 K (light),
and 4 4 K (white), with cooler temperatures to the north. The longest vector corresponds to a speed of 16 m s™! in

(a),40 m s~ ' in (b), and 30 m s " in (c). Tick marks are placed every 100 km.

along the jet axis. As the mountain height increases
(Fig. 9c), the low-level structure of the mode changes
drastically and the growth rate increases. Enhanced de-
velopment and maximum perturbation amplitudes oc-
cur along the southward-facing slope while develop-
ment is suppressed along the northward-facing slope
(Fig. 9c). This solution is similar to the one presented
by Malguzzi et al. (1987). However, as the mountain
width narrows (Fig. 9d), communication between the
south and north slopes decreases as the cross-ridge flow
becomes increasingly blocked. The growth rate in-
creases slightly, and the amplitudes of the disturbance
on the north and south slopes are commensurate. Al-
though this aspect of the solution is similar to that of
Pierrechumbert (1985), the pressure shown in Fig. 9d
has a strong dipolar structure, whereas the two-layer
solution of Pierrehumbert possesses a symmetric pres-
sure distribution.

The behavior of these solutions can be easily inter-
preted by heat flux considerations, although equivalent

conclusions can be drawn from potential vorticity ar-
guments (Trevisan and Giostra 1990). Vertical heat
fluxes are generated at the lower boundary that enhance
the conversion from available potential energy to the
kinetic energy of the unstable modes. Basically, on the
south slope warm southerly flow is forced to ascend
and cold northerly flow is forced to descend, thereby
enhancing the release of available potential energy. On
the north slope, however, this baroclinic conversion is
inhibited as cold air is forced to rise and warm air to
sink. It should also be pointed out that the most unstable
normal mode has a meridional scale commensurate
with the zonal wavelength, and if the meridional heat
fluxes are blocked by the topography, the resultant nor-
mal mode will have a narrower meridional scale and
smaller growth rate consistent with the results of clas-
sical baroclinic instability theory. In fact, the narrow
mountain case (Fig. 9d) will have a mode with a me-
ridional structure and growth rate more compatible
with that of a channel with half the original width. Fur-
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Pmax=1500m, half width=300Km

FiG. 9. Normalized surface pressure anomalies in the linear simulations of flow with a zonal mountain. The horizontal lines indicate the mountain
hatf-width. The contour interval is 0.05, and negative contours are dashed. (a) No topography, (b) a low wide mountain, (c) a high wide mountain,
and (d) a high narrow mountain. The mountain parameters are shown above each panel. Tick marks are placed approximately every 60 km.

thermore, when the flow is completely blocked at lower
levels, as in the two-layer calculations by Pierrehum-
bert, a symmetric pressure distribution and the associ-
ated geostrophic flow discontinuity is allowed across
the ridge. However, when the blocking is incomplete,
the large shears generated in these symmetric modes
would be quickly removed by instabilities. Continuity
in the flow along the ridge peak requires the antisym-
metric pressure distribution shown in Fig. 9d.

These results confirm that baroclinic instability may
be enhanced on the southern slope of a ridge compared
to the northern slope when the ridge is south of the jet
axis. However, the growth rates associated with this
linear process are 0.5—0.6 day ! and are rather small
to adequately account for the development in the nu-
merical simulation of over 0.9 day ! (derived from Fig.
5). It is apparent from the control as well as from the
elongated mountain case that nonlinear effects of the
flow in close proximity to the ridge, especially those
associated with heat and vorticity fluxes, are signifi-
cant. These effects can be captured in fully nonlinear
solutions with the zonally symmetric ridge.

b. Zonally symmetric ridge: Finite-amplitude
response

Nonlinear effects may be assessed with integra-
tions of the full nonlinear model with the zonally
symmetric ridge used above (Fig. 9c). The results
are summarized in Fig. 10. The surface wind vectors
show strong cyclonic/anticyclonic circulation on the
south of the ridge (see Fig. 10a) as suggested by the
linear calculations, and they are similar to the pat-
terns shown for the elongated mountain (Fig. 8c).
The surface pressure pattern shown in Fig. 10b also
possesses features recognizable in the linear calcu-
lations. In particular, the intensification of the modes
on the south slope of the ridge, shown in Fig. 9¢c, and
the separation of the modes on the north and south
slopes due to the blocking of the narrow mountain,
shown in Fig. 9d, are both present in this nonlinear
solution (Fig. 10b). Since the nonlinear solution has
the same mountain profile as the corresponding linear
solution shown in Fig. 9¢, the comparison shows that
nonlinearity enhances the mountain blocking effect
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Fi6. 10. (Top) Surface potential temperature and velocity in the nonlinear simulation of flow
with a zonal mountain. The temperature bands are shaded as in Fig. 8, and the longest wind vector
corresponds to a speed of 25 m s ~'. The horizontal lines indicate the mountain half-width. Tick
marks are placed approximately every 60 kin. (Bottom) Surface pressure anomaly in the same

experiment. The contour interval is 1 hPa, and negative contours are dashed.

in a manner similar to the linear simulations shown
for the narrow mountain case. This nonlinear solu-
tion also has strong similarities to those of oceanic
baroclinic eddies over the Florida Current ( Orlanski
and Cox 1973) where the topography across the Gulf
Stream is abrupt. In both cases, the nonlinear solution
has all the characteristics of baroclinic eddies but
with a narrower meridional structure than the most
unstable modes without topography.

¢. Discussion of the wave-scale effects

It has been shown that linear modes are more unsta-
ble for the given basic flow in a channel without to-
pography because a finite height ridge reduces the over-
all extent of the meridional heat fluxes. This can explain
why some simulations of Alpine cyclogenesis have
shown a larger response without the orography ( Taffer-
ner and Egger 1990). Also, an orographic ridge with a



15 FEBRUARY 1994

moderate positive slope (in same direction as the isen-
trope surfaces) can support baroclinic development,
whereas on the negative slope this development is
strongly inhibited, consistent with studies using uniform
slopes (i.e., Mechoso 1980). It has been shown that if
the slope is steep enough, it behaves like a wall and the
ridge can effectively split the unstable modes in two
(Pierrehumbert 1985). The nonlinear normal-mode so-
lution displays features of frontal evolution that are sim-
ilar to those seen in the initial value problem; for ex-
ample, the surface pressure dipole across the ridge is
well represented in both solutions. Despite these struc-
tural similarities, growth rates seem to be small, about
half that seen in the control solution. It seems that the
nonlinear solution feels the blocking effect, and the con-
sequent inhibition of growth, for even moderate slopes.

Clearly, the south slope of the topography can have a
positive contribution to baroclinic development as
shown in the solutions with zonally symmetric moun-
tains. However, with a finite length ridge, the eddies
must feel the influence of the topography on a time scale
that is sufficient for the unstable mode to emerge; say at
least of the order of the inverse of the growth rate o;.
However, the time scale is given for these advected ed-
dies by the length of the mountain ridge L,, divided by
the advecting speed U(z,), the velocity at the steering
level z,. Therefore, the unstable mode will emerge on
the south slope of the mountain if the flow satisfies

g, iLm

U(z)

An estimate of the growth rate may be provided by the
Eady wave growth rate given by
03fA

o =—0,

N
where A and N are the vertical shear and the Brunt—

Viisald frequency estimated in the lower layers of the

atmosphere. An estimate of the steering velocity is given
by

> 1. (3)

4)

U(zo) = U + Az. (5)

If these expressions are used in (3), this may be re-
written as

(0.3f/N)AL,,

(Us + Azy) > 1. (6)

For U, = 0 as in the control simulation, and recog-
nizing that the Rossby radius of deformation Lz = Nz,/
fo is the order of 1000 km and L,, = 2000 km, (6)
becomes 0.3 L,,/Lr ~ 1. Only in cases where surface
easterly winds (U, < 0) are predominant with westerly
shears will condition (6) be met, and the waves will
have sufficient time for the linear growth to be signif-
icant. This condition coincides with that required for
absolute instability for most baroclinic flows (Pierre-
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humbert 1986). However, the required length from (6)
to evoke a significant response under mean westerly
conditions was not met in the observed Alpine cases
discussed in the Introduction, nor in the numerical sim-
ulations presented in section 2, where it was established
that the orographic disturbance was convectively un-
stable. As a consequence, the rapid development of the
vorticity center on the south slope cannot be adequately
explained by the wave-scale enhancement of baroclinic
instability. Moreover, the observations show that hor-
izontal scales of the baroclinic disturbance are larger
than the Alpine ridge, which is contrary to the require-
ment for establishing the linear normal modes. There-
fore, additional mechanisms must be operating to pro-
duce the development shown above. In the next section
we will show that finite-amplitude local effects play a
major role in further intensifying an already developing
baroclinic eddy.

4. Finite-amplitude response: Local effects

The advection of the potential temperature field in
the baroclinic waves by the mountain anticyclone is
clearly an important mechanism in the preceding non-
linear simulations. For example, a well-developed fron-
tal system is impinging on the mountain ridge from the
west in Fig. 7a. The surface temperature distribution in
the control simulation shows a pool of cold air behind
the front being advected toward the topographic ridge
and distorted by the mountain anticyclone. Further, the
arrival at the ridge of the front and its associated surface
vorticity (Fig. 4a) seems to precede the strong oro-
graphic cyclogenesis described in Figs. 4b—d. Since a
front is a manifestation of finite-amplitude cyclogene-
sis, the modification of its circulation by orography is
clearly absent in any linear theory. Let us then consider
the characteristics of the frontal circulation during the
development of the orographic cyclone. The cross-
stream circulation associated with the front at the time
of the intersection with the ridge in the control solution
has been displayed in Fig. 6. Strong southward flow
associated with a cold air anomaly is approaching the
topographic ridge at ¢t = T,,. The local modification of
this circulation by the orography will be shown to be
important in the subsequent development of the oro-
graphic cyclone and is examined here with high-reso-
lution simulations of an idealized finite-amplitude fron-
tal zone interacting with the ridge. These simulations
facilitate the separation of local processes from wave-
scale effects during cyclogenesis.

A simple basic state is constructed to represent the
frontal system that intersects the ridge in the control
experiment. For example, the front at the western end
of the ridge in Fig. 6 (control experiment at ¢ = T,) is
shown at t = Ty + 24 h in Fig. 11. In these local ex-
periments, the initially two-dimensional frontal circu-
lation is just superposed over an elongated mountain
ridge oriented perpendicular to the front. Due to model
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FiG. 11. Potential temperature ®(x, z) (thin contours every 4 K)
and meridional velocity V(x, z) (medium contours every 2 m s ')
in the front south of the mountain ridge at ¢ = T, + 24 h in the control
solution. Negative velocity contours are dashed and indicate flow out
of the page (northerlies). Tick marks are placed every 100 km in the
horizontal and every 5 km in the vertical. The stippled region rep-
resents the profile of the mountain ridge.

constraints, this simulated frontal circulation is station-
ary relative to the mountain ridge, but as will be seen,
the rapid development of the response makes the com-
parison to the control experiment unambiguous. The
basic state captures the important characteristics of
fronts in mature eddies as seen in the control simulation
(Fig. 11), namely, the horizontal shear and temperature
gradient. Each of these features will be considered in
turn to distinguish their individual contributions to cy-
clogenesis. The channel in these simulations is 5760
km long by 5880 km wide (97 X 99 points) and 12 km
high (33 levels). For ease of interpretation the figures
and the accompanying discussion will refer to a rotated
system in which the channel extends in the north—south
direction along the front.

a. Barotropic initial state

For simplicity we first consider the effects of hori-
zontal shear on the development of the southern vor-
ticity center shown in Fig. 4. These effects may be iso-

" lated by considering a stably stratified barotropic flow
with adjacent bands of positive and negative relative
vorticity (no surface temperature variation) given by

) (x —x)
smh[#]

V(x)=-10 (7

where x; is the position of the front, which has a hor-
izontal scale of L; = 450 km. A cross section of this
basic flow is shown in Fig. 12. The mountain height
and width are the same as in the control solution. The
interaction of this shear zone with the mountain cir-
culation essentially produces a superposition of the
cyclonic/anticyclonic frontal flow and the mountain-
induced anticyclone. Within this circulation, illus-
trated in Fig. 13, flow with cyclonic vorticity will be

VoL. 51, No. 4

advected westward south of the ridge and eastward
north of the ridge by the mountain anticyclone. All
fields are symmetric about the ridge line. The solution
shown evolves slowly enough to be considered in a
steady state. Nonlinear steady-state barotropic solu-
tions (Pedlosky 1987, section 3.13) achieved by pre-
scribing different inflow and outflow boundaries were
also investigated (not shown here). Those steady-
state solutions possessed most of the features shown
in Fig. 13; however, none of them possessed the clear
eastward and westward displacement of the cyclonic
centers featured in Fig. 13. It is suspected that either
the solution shown in Fig. 13 has not yet reached a
true steady state or, since the steady-state calculation
assumes potential vorticity conservation along the
streamlines, the integration becomes inaccurate in ar-
eas of mixed inflow and outflow boundaries because
the correct boundary conditions at outflow points can-
not be specified a priori. In fact, the largest deviations
are observed where the boundary velocity is zero.
Special care must be given to integration in those
regions.

The circulation shows that the modification of the
cyclonic vorticity at each side of the ridge is sugges-
tive of the vorticity pattern in the control solution, but
it also seems apparent that some important features
are absent. For instance, the circulation in Fig. 13 in-
dicates that the vorticity deformed by the induced
mountain flow will not increase further. The vorticity
is simply advected by the mountain anticyclone, and
since no other sources of cyclonic vorticity are pres-
ent, the maximum vorticity will be the same as the
positive vorticity of the incoming flow. Moreover, the
symmetry shown in this barotropic case seems to be
inconsistent with the important fact that the oro-
graphic cyclone developed on only one side of the
ridge. It also seems clear that a more realistic portrait
of the frontal flow that impinges on the topography in
the control solution can be achieved by including sur-

Potential Temperature ©(x,z) and Meridional Wind V(x,z)
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FiG. 12. Potential temperature ®(x, z) (thin contours every 2 K)
and meridional velocity V(x, z) (thick contours every 2 m s™") in
the basic state used in the simulation of a barotropic front over a
mountain ridge. Negative contours are dashed and indicate flow out
of the page (northerlies). Tick marks are placed every 1200 km in
the horizontal and every 5 km in the vertical.
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FiG. 13. Potential temperature and horizontal velocity at z = 1000 m for the barotropic simu-
lations. The temperature bands correspond to # < 3 K (light gray, contour interval of 1 K) and 6
= 3 K (white). The topographic cross section at this height is shaded black. The longest vector
corresponds to a speed of 10 m s™*. Tick marks are placed every 60 km.

face heat advection. This baroclinic effect can be sim- (hy — 2)
ply accomplished by adding to the previous basic state 1 cosh a
a shallow baroclinic vorticity component with its as- + 5|12« In 7
sociated horizontal surface temperature gradient (sim- cosh -~
ilar to that shown in Fig. 11). a
x A

b. Baroclinic initial state cosh[(x — x¢)/L;]

A geostrophic flow in thermal wind balance with a X {1 -2 tanhz[m]} , (8)
weak horizontal temperature gradient has been in- L

cluded in the barotropic circulation given by (7). The

new basic flow is described by where @« = 1.2 km is the depth of the baroclinic

zone, h; = 3.5 km is the reference level, and the

(x - x) vertical shear is A = 0.003 s~'. The main features

sinh[ ! ] of this flow, shown in Fig. 14, are that the baroclin-

Ly icity is confined to the lower layers of the atmo-

TG —x) sphere (z < h;) and that at the surface relatively
cosh [——]

V(x,z) = -10y

weak (v = 0.6 for x = x;), warm southerly flow,
and relatively strong (y = 1.4 for x <x;), cold
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Fic. 14. As in Fig. 11 except for the baroclinic simulations.

northerly flow simulate the frontal circulation
shown in Fig. 11.

Significant modifications to the barotropic solution
are introduced with surface temperature variations and
the associated vertical shear in the frontal circulation,
as shown in Fig. 15. The basic characteristics of west-
ward advection on the south of the ridge and eastward
advection on the north are the same as those displayed
in Fig. 13. However, significant asymmetry appears
between the local advection of the warm air to the
west and the cold air to the east by the induced moun-
tain anticyclone. In particular, the westward flow to
the south of the ridge is much more intense than the
eastward flow on the north. Advecting warm air west-
ward produces a hydrostatic pressure fall that inten-
sifies the strong pressure gradients between the de-
veloping cyclone to the south and the mountain anti-
cyclone. This pressure gradient enhances the induced
westward component of geostrophic flow and further
exacerbates the warm advection and cyclonic devel-
opment. In contrast, eastward cold advection to the
north of the ridge creates a hydrostatic pressure rise
that weakens the pressure gradients and effectively
broadens the mountain anticyclone to the north of the
ridge. This effect produces the characteristic dipole
seen in observations of orographic cyclogenesis (Fig.
1). If there is an ample supply of warm air to the>south
or cold air to the north, the pressure will continue to
fall and produce a major cyclonic response south of
the topography. This response is also found in flows
with uniform interior potential vorticity and potential
temperature anomalies at the ground. In this case, the
flow maximum in the undisturbed front at the surface
will be between the warm and cold anomalies and will
decay exponentially with height, but the basic pattern
of warm advection and associated pressure falls south
of the ridge would be similar to that shown in Fig. 15.
A quasigeostrophic model should also capture this sig-
nature, although the low will tend to be weaker and
broader.

The sensitivity of this response to the relative po-
sition of the front and the orographic ridge has been
examined by placing the front over various sections
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of the ridge to simulate the frontal progression over
topography that occurs in the control solution shown
in Fig. 3. At each position, a distinct cyclone formed
to the south of the ridge (not shown), so the mecha-
nism of cyclonic vorticity production discussed above
operates throughout the period that the front interacts
with the orography. If the whole eastward propagating
baroclinic system is considered—that is, the parent
cyclone and front as in the control solution—it is ex-
pected from our previous discussion that the enhanced
westward flow south of the ridge due to the modified
frontal circulation will delay the eastward progression
of the newly generated orographic cyclone and extend
the period of cyclogenesis. Further, the parent cyclone
on the north will be advected faster to the east by the
induced mountain anticyclone.

It is important to note that the circulations produced
by this finite-amplitude mechanism represent essen-
tially a transient evolution from the initial condition
and are not necessarily evidence of an instability. For
example, the flow depicted in Fig. 14 might be unsta-
ble according to the mechanisms discussed by Schir
and Davies (1990), although that possibility has not
been rigorously examined here. However, the flow ap-
pears to be stable everywhere away from the moun-
tain, and the response is quite localized, as shown in
Fig. 15, which most likely eliminates the mechanism
of Schir and Davies (1990) as a generator of the cy-
clone.

The cyclonic circulation shown in Fig. 15 is quite
deep, extending all the way to the rigid lid. This com-
pares well with the cyclonic vorticity distribution in the
control solution shown in Fig. 4d. Further, the growth
of the disturbance is relatively rapid. The largest sur-
face pressure falls of about 1 hPa/6 h occur during the
first 12—24 hours, after which the solution achieves a
quasi-steady state. The maximum pressure falls are di-
rectly related to the temperature of the warm air that is
advected into the cyclone. A stronger temperature gra-
dient will clearly provide more warm air and stronger
pressure minima in these simulations. In the control
simulation, this temperature gradient is essentially de-
termined by the meridional basic-state temperature gra-
dient (2) and the frontogenesis that takes place during
the nonlinear development of the baroclinic wave up-
stream of the ridge.

It should be pointed out that the cyclone intensifi-
cation mechanism discussed here is fundamentally dif-
ferent from that of Smith (1984). In Smith’s model,
the mountain perturbs the basic baroclinic flow in a way
that produces a neutral baroclinic wave train in the lee
of the ridge. Substantial growth near the ridge requires
zero phase velocity, provided in Smith’s case by a
cross-ridge wind reversal in the vertical. However, this
cross-ridge wind reversal is negligible in the control
solution shown in Fig. 11 and the basic state shown in
Fig. 14. In these cases, there is a cross-ridge wind re-
versal mainly in the horizontal, but it is unclear whether
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FiG. 15. Potential temperature and horizontal velocity at z = 1000 m for the baroclinic simu-
lations. The temperature bands correspond to § < 3 K (light gray), 3 K < § < 4 K (white), and
0 = 4 K (dark gray). The topographic cross section at this height is shaded black. The longest
vector corresponds to a speed of 16.5 m s~. Tick marks are placed every 60 km.

this will support stationary baroclinic waves. Further,
only an isolated disturbance on the slope windward of
the warm flow (in the lee of the cold flow) is produced,
which is not predicted by Smith’s theory. The growing
pressure gradient between this isolated cyclone and the
mountain anticyclone enhances warm advection into
the cyclone, which represents the fundamental feed-
back mechanism responsible for the growth of the dis-
turbance.

To confirm that the mechanism illustrated above op-
erates in the control solutions, the difference between
the control solution and a similar solution without to-
pography is shown in Fig. 16. The anomalies in the
pressure (upper graphs), the temperature and velocity
(middle graphs), and the relative vorticity (lower
graphs) are shown for times Ty and T, + 12 h at the
surface. Attention should be focused on the anomalies
to the left of the topography since on the right large
perturbations downstream of the topography have al-

ready developed. At ¢ = T, the surface frontal system
is responding to the influence of the mountain. We can
identify the warm temperature anomaly with westward
flow near the ridge (middle graph), similar to the warm
circulation of Fig. 15. A low pressure anomaly and cy-
clonic vorticity associated with that warm pool are
found. The circulation intensifies 12 hours later as seen
on the panels on the right of Fig. 16. Clearly, the local
effect that enhances the baroclinic development has al-
ready taken place.

An indirect proof that this finite-amplitude local ef-
fect is of major importance in the orographic modifi-
cation of cyclone development is provided by the fact
that the large response observed in the control solution
could not be reproduced with numerical solutions in
which the mountain ridge was displaced upstream or
downstream. In the solutions with the ridge displaced
upstream (closer to the left boundary of the channel)
the baroclinic eddies reaching the topographic feature
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FiG. 16. The anomalies in pressure (top, contours every 1 hPa), temperature and velocity [middie, contours every 2
K and maximum speeds of 18 m s ™! (¢ = T;) and 25 m s~! (¢t = To + 12 h)], and relative vorticity (bottom, contour
every 2 X 107° s7!) at ¢ = T, (left panels) and ¢ = To + 12 h (right panels) in the control simulation at the surface.
Tick marks along the bottom borders are placed every 100 km.
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FiG. 17. A schematic diagram of orographic cyclogenesis near an isolated mountain ridge.

were small, as they did not have time to grow to a finite
amplitude. The associated meridional circulation in the
frontal system that impinged on the topography was too
weak to interact with the mountain and produce signif-
icant cyclogenesis by this process. Moving the ridge
farther downstream also failed to produce significant
orographic enhancement, because in that case the baro-
clinic eddies reaching the topography were already in
the decay stage, with mostly occluded fronts and rela-
tively weak surface temperature contrasts.

5. Conclusions

The orographic modification of cyclone develop-
ment has been examined with primitive equation sim-
ulations of the interaction between a baroclinic wave
and a mountain ridge. Many of the features observed
in cases of orographic cyclogenesis are reproduced in

these simulations. A summary of the development pro-
cess is provided in Fig. 17. A relatively intense cyclone
forms on the south side of the orographic ridge, distinct
from the parent cyclone that remains along the axis of
the jet north of the ridge. Inspection of both the control
and elongated ridge solutions establishes that this de-
velopment is characteristic of convective rather than
absolute instability. The measured growth of the inten-
sity of the orographic vortex center is larger than the
baroclinic eddies that grow unmodified by orography.
Both wave-scale and local-scale mechanisms are eval-
uated to determine their respective roles in orographic
cyclogenesis.

A series of integrations that examine the growth of
small and finite-amplitude normal modes reveals the
sensitivity of the structure and growth rate of these
waves to the characteristics of the topography. It is
found that baroclinic development is enhanced where
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the topography slopes in the same direction as the is-
entropes, in agreement with previous analyses. This
condition is met on the south side of the ridge (Fig.
17a) in the simulations presented here. However, it is
also found that since eddies should remain on the south
flank of the ridge to experience this enhanced growth,
orographic cyclogenesis at mountain ranges with
lengths comparable to the Alps requires surface east-
erly winds. It is unlikely that this condition will be re-
alized in most cases of Alpine cyclogenesis, and in par-
ticular, neither the 3—5 March case nor the control
simulation satisfied this criterion. Therefore, the en-
hancement of wave-scale development on the south
slope of the ridge is by itself insufficient to account for
orographic cyclogenesis. It is suggested that zonally
localized processes in the interaction between the baro-
clinic eddy and the mountain are paramount for real-
istic enhancement of the cyclogenesis.

The local modification of the circulation in the ma-
ture front associated with the baroclinic cyclone im-
pinging on the topographic ridge seems to be respon-
sible for the orographic cyclogenesis. It has been shown
that the warm southerly flow in the front is diverted
westward by the mountain ridge (Fig. 17b). This warm
advection produces a pressure fall that intensifies the
strong pressure gradient between the mountain anti-
cyclone and the developing cyclone to the south. This
process enhances the induced westward geostrophic
flow and further exacerbates the warm advection and
resultant cyclonic circulation south of the ridge (Figs.
17b,c). In contrast, cold northerly flow is diverted east-
ward as it approaches the mountain, producing a pres-
sure rise that effectively broadens the mountain anti-
cyclone to the north of the ridge. This effect combines
with the developing low south of the ridge to produce
the characteristic pressure dipole observed in oro-
graphic cyclogenesis. Although this mechanism does
not require the conditions on the mean flow noted
above, a mature front with a considerable temperature
contrast and strong circulation is needed for an intense
response. In contrast, orographic cyclogenesis may be

. weak or nonexistent in cases where the front is just
forming or is in the occluded stage when the temper-
ature contrasts in the front are relatively small.

Other mechanisms may even further enhance cyclo-
genesis south of an isolated ridge. For example, a heat
source south of the mountain ridge may increase the
baroclinicity there and favor development on the south
slope. In cases of Alpine cyclogenesis, such a heat
source may be represented by the Mediterranean Sea.
Numerical simulations similar to the control experi-
ment discussed in section 2, except with a stationary
heat source south of the ridge, have confirmed this
point, although they are not discussed here. This mech-
anism and other factors that include surface friction and
the diabatic effects of moisture represent the focus of
future research.
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APPENDIX
The ZETA Model

The numerical primitive equation model used in the
simulations presented here is similar in concept-to the
anelastic hydrostatic model used by Ross and Orlanski
(1982). A new vertical terrain-following coordinate is
introduced, given by

Z = e~ G hCn)H-hGy)] (A1)
where z is physical height, 4 (x, y) represents the height
profile of the isolated mountain, and H is the height of
the model rigid lid. Larger values of e place more
model levels and higher resolution near the ground. An
additional advantage of employing such a physically
based vertical coordinate is its ease of use in more ap-
plied meteorological research applications, such as
four-dimensional data assimilation. In this case, a phys-
ical vertical coordinate is more compatible with the
newer atmospheric observing systems currently being
deployed, such as Doppler radar and wind profilers
that, in contrast to, say, rawindsondes, are not based on
a pressure coordinate.

a. Governing equations

The anelastic form of the continuity equation ex-
pressed in the vertical coordinate (Al) is given by
0 .
V- (pobzv) + 52 (pob2Z) = 0, (A2)
where in the present case p, is at most a function of z.

In this model, the horizontal momentum equation in
flux vector form is expressed as

0 1o} ;
E (pob2V) + V- (pobz¥v) + a7 (podzZv)
+ fk X po&zv = ~Cp®op052V7r

+ gg poézVZ + ﬂpoézvzv.
B

In (A3), ®, is a constant reference potential tempera-
ture set to 302 K, 0 is the deviation from ®,, v is the
horizontal velocity, and 7 is a nondimensional function
of pressure given by © = (p/p,)*. The last term in (A3)
represents weak diffusion along constant Z surfaces.
The value u = 10° (Ax/100 km)? m* s ! was used in

(A3)
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the simulations presented above, where Ax is the grid
resolution in kilometers. According to (A1), the phys-
ical height z and the geometric conversion factor 6 are
given by

H — h(x,

2= hixy) - EEED gy (a)
0z (H — h(x,y))
bp= = — ———5,

‘oz eZ (A3)
The hydrostatic equation in this vertical coordinate is

on g6
c,,@oﬁ = 6260’ (A6)

and the evolution of the potential temperature 8 is gov-
erned by

é)
'é‘t (p05z6') + V(poézov)

0 ,
+ 89z (po0z0Z) = ppedz V0. (A7)
At present, the model is bounded by impermeable
rigid walls in the meridional direction. Zonal periodic-
ity is enforced; however, sponge layers may be in-
cluded at the east and west boundaries in order to 1)
force the model with arbitrary conditions at these
boundaries, if desired, and 2) prevent disturbances gen-
erated in the course of model integration from reap-
pearing once they have exited the domain. In the sim-
ulations presented above, for example, the baroclinic
waves generated downstream of the ridge (Fig. 3) do
not reappear at the upstream (western) boundary. The
model variables are damped toward the prescribed
boundary values by specifying linear combinations of
the model variables and prescribed values within the
sponge layers, which are typically ten grid points wide.
The topography at the lower boundary (Z = 1) and
the rigid upper lid (Z = e™°) are material surfaces so
that Z vanishes at these levels. As a consequence of
these boundary conditions, the integrated horizontal di-
vergence over the depth of the atmosphere vanishes.
This may be seen by integrating (A2) through the en-
tire vertical column and applying the boundary condi-
tions Z = 0 at the upper and lower boundaries:
v f (podzv)dZ = 0. (A8)
1
It is then useful to consider the barotropic and baro-
clinic flows separately. To this end, the pressure vari-
able m may be partitioned into 7(x, y, Z) = m.(x, y)
+ m(x,y, Z) (Ross and Orlanski 1982), where 7, is
the pressure at the rigid lid and =, is the hydrostatic
pressure defined by (A6) as

c, ¢ °
7r,,(x,y,Z)=%—§fz (6,6)dZ',  (A9)
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which is zero at the rigid lid. The horizontal momentum
equation (A3) may then be written as

0
a (po(szV) =G - Cp®0p052V7TL, (AlO)

where G = (G,, G,) represents the momentum tenden-
cies associated with advection, the Coriolis force, hy-
drostatic pressure gradients, and dissipation.

According to (A8), a streamfunction may be intro-
duced that satisfies

f (pd2v)dZ = -k X VU.  (All)
1

Then the vertical integral of (A10) may be written as

gt(_k X VV¥) = f GdZ — Mc,0,V7,, (Al2)
1

where

1

is the mass per unit area in the vertical column. Equa-
tions for the streamfunction ¥ and pressure 7, may be
derived from (A12) and are given, respectively, by

8 1 1
— (V-A—/IV\II> = -V X o 1 GdzZ

Y (Al14)

and

! v-f GdZ. (Al15)
0,

1

V MV Ty =

CP

Clearly, ¥ is constant along the north and south bound-

aries, and the components of (A12) may be used to

calculate 7, along these boundaries and the western

boundary. Of course, both variables are periodic in the
zonal direction.

Vij-1k

[ N
Z; jk -1
Fic. 18. The distribution of variables in the ZETA model. Al-

though the barotropic streamfunction ¥ is independent of Z, its rel-
ative horizontal position is shown here for convenience.
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An expression for the rigid-lid pressure 7, may be
derived from (A12) and substituted into (A10) to pro-
vide an alternate form of the momentum equation

0 Podz f"’_e
— (pod =G -—-—= GdZ
at(”" zV) M [ .

E;
— 5 (Fkx V\Il)]. (A16)

The first two terms in (A16) represent the baroclinic
tendencies, and the last term represents the barotropic
tendencies that are required to ensure that the boundary
conditions on the top and bottom boundaries (Z = 0)
are satisfied. Either (A10) or (A16) may be used to
integrate the horizontal momentum in time, but we
have adopted (A16) for use in the numerical calcula-
tions presented above.

b. Discrete equations

Centered differences in time and second-order spa-
tial finite differences on an Arakawa C grid (Mesinger
and Arakawa 1976) are used in the discretization of the
governing equations (A2), (A6), (A7), and (Al4)—
(A16). The C grid possesses superior characteristics
in calculating the divergence and, as a consequence, is
perhaps the best grid to simulate gravity waves and
convective processes. This is a primary consideration
in applying this model to mesoscale problems. The rel-
ative distribution of variables is shown in Fig. 18. Vari-
ables that are not explicitly shown in Fig. 18 are defined
at potential temperature points. There are IX points in
the zonal direction, where periodicity yields g = g
for any variable g; IY points in the meridional direction,

X

G.

+ pogx<—cp@0Ax7r2 + _g‘ _0_"

0,

f
I

+ po;S;y(_Cp('DoAyﬂ'z + )
(1]
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where v;,, and v;yy_1, both vanish at the walls; and IZ
points in the vertical, where Zijl = 0 along the topog-
raphy and Z,;;_, = 0 at the rigid upper lid. In fact, one
reason for using (A16) rather than (A10) is that the
boundary streamfunction is defined exactly at the me-
ridional walls (Fig. 18), while the rigid-lid pressure is
not, so that an accurate and consistent application of
the boundary conditions (v = 0, ¥ = constant at the
walls) is possible. A weak Robert filter (Asselin 1972)
is applied every time step to damp the computational
mode that arises in the leapfrog time scheme. The fol-
lowing operators provide a notational aid in discussing
the discretized form of the governing equations:

—x 1 .
q = E(qi+1jk + qin)» (A17)

1

A.q = Ax (Gik = Gi-10)- (A18)
These operators may be applied to any variable g. Sim-
ilar averaging and differencing operators may be de-
rived for the other independent variables.

The discrete form of the hydrostatic and continuity equa-
tions provide diagnostic expressions for the hydrostatic
pressure 7, and the vertical velocity Z at time step n:

—z
(s = (7D + AZ—E—7(6,6", (A19)
Cp®0

(pobz " Z")uer = (poBz 2"
— AZ[A(pobzu") + Ay(pe7v™)].  (A20)

The tendencies in the momentum and thermodynamic
equations are discretized in a manner similar to that of
Williams (1969) and are given by

——X —x —y x—y —_—Z . X—Z
—.[Ax<p062 u" u” ) + Ay<p06z v* u” ) + Az<p062 Z" u” )]

4

Az AU+ p(AAW + AyAyu"‘l)), (A21)

y y y
—_—x —Xx —y —y -z, —Z
- I:Ax(poéz u” v ) + Ay<p052 v u” ) + Az<p052 VAR ) ]

¥y

2= fu" (AL + AyAyv"_l)), (A22)

Go = —[Ax(pods u8" ) + A, (pob; 6" ) + Ar(pe82 2707 )] + pobz i ADG™ + A A0 (A23)

Note that the dissipation in (A21)—(A23) is applied
at time step n — 1 for numerical stability. By defining
Uy = u""' + 2A1G,/ pod; s (A24)

Vg = v+ ZAtGu/Pogy’ (A25)

and using the streamfunction definition (A11), the dis-
cretized components of the momentum equation (A16)
may be written as

1Z-1

_ —_—x
un+1 =u" 1 E Poéz Uy
k=2

1 +1
= AU, (A2
M ST (A20)



15 FEBRUARY 1994

1Z-1

— 1
v = vn_l - ﬁ 2 po(SZyUH - A_l Ax\IIn+1, (A27)
k=2

and the thermodynamic equation as

07 = 0" + 2A1Gy/ pods . (A28)
The streamfunction ¥"*! is found from the time dis-
cretization of (A14):

1
AX(A%[ AX\I/”“) + Ay<A—/[ Ay\I/"“)

AZ T )
= Y Podz Uy
{3 2

1Z-1

- Ax<7 2 pogyvn) (A29)

The equations (A19), (A20), and (A26)—(A29) are
solved for the model variables 7,, Z, v, 6, and ¥, re-
spectively, at each time step. The pressure at the lid 7,
is calculated from (A15) only when the model vari-
ables are saved to a history, and the complete pressure
7 is required. The solutions to the self-adjoint elliptic
equations (A15) and (A29) are obtained with a mul-
tigrid method from the package MUDPACK (Adams
et al. 1992).
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