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ABSTRACT

Four packages of subgrid scale (SGS) physics parameterization are tested by including them in a general circulation model and by applying the four models to 1-month forecasts. The four models are formulated by accumulatively increasing the elaboration and the sophistication of the physics. The first is the reference model (the A-physics); the second model (the E-physics) uses the Monin–Obukhov similarity theory for the fluxes of surface boundary layer, the turbulence closure scheme for the fluxes in the entire atmosphere, and subsurface soil heat conduction; the third model (the F-physics) replaces the cumulus parameterization by the Arakawa–Schubert method; and the fourth model (the FM-physics) enhances the SGS orography. One-month integrations are performed for eight January cases, with each case consisting of three different forecasts. Originally the forecast performance was expected to be a stepwise improvement with the elaboration of the SGS physics from the A to the FM, but the forecast results do not show up in such a simple way. The impact of these processes on the 1-month integration is subtle and yet significant. The superiority of the F-model over the A- and the E-models is evident in the last 10 days of the 1-month forecasts, though the performance of the E-model is consistently good, in comparison with the other models, in terms of root-mean-square (rms) error of geopotential height. It is likely that 80% condensation criterion in the E (instead of 100%) is at least partly responsible for the forecast deterioration in the last 10 days, compared with the F. The FM-model gives the lowest rms error, but the predicted transient eddies are extremely low, probably due to the excessively enhanced orography. The simulated global precipitation patterns are presented for the different models, and the drawbacks are discussed. The F- and the FM-models produce spatially smooth distribution of tropical rainfall. The 30-day forecast performance appears to be more sensitive to the initial conditions, rather than the SGS physics. The systematic errors in all of the models are substantial in magnitude, though they vary with the SGS physics.

1. Introduction

The effects of the subgrid scale (SGS) physics on 1-month forecasts are studied by incorporating various parameterizations into a general circulation model (GCM). Three packages of the SGS physics were suggested by Miyakoda and Sirutis (1977; subsequently referred to as MS1) for the systematic and extensive test of the impact on the GCM forecasts. These packages are referred to as the A-, the E- and the F-physics.

The A-physics represents the reference or the control set of parameterizations, which is basically the GFDL (Geophysical Fluid Dynamics Laboratory) 1965 version of the physics package; the E-physics includes sophisticated boundary layer physics and turbulence closure scheme; and the F-physics uses the Arakawa–Schubert cumulus parameterization.

These three physics packages represent a cumulative increase in the sophistication of the subgrid scale physics parameterization. They were regarded in 1977 as reasonably diverse and well defined sets from the standpoint of the concept, as well as the practical formulation, of the respective SGS physics, and therefore, their impact on 30-day forecasts was expected to be clear-cut and sizable. Freezing the GCMs that include these physics, and applying these models to a certain number of sample cases, we planned an intercomparison to investigate the effects and the sensitivities of these parameterizations upon the simulation of atmospheric general circulation and gross weather forecasts.

Preliminary results for four cases were reported in the ECMWF (European Centre for Medium-Range Weather Forecast) workshop on “Convection in Large-Scale Numerical Models,” held in December 1983 (Miyakoda and Sirutis 1983; subsequently referred to as MS2), and partially in Smagorinsky’s memorial volume (Miyakoda and Sirutis 1985). The present paper is the final documentation on the assessment of these physics, based on 24 monthly runs for eight different January initial conditions.

During the course of this project, Wallace et al. (1983) published an impressive paper that describes a substantial improvement of the medium-range forecast by using “envelope mountains.” Accordingly the pres-
ent research has included this parameterization in the
intercomparison. This SGS physics is referred to as the
FM-physics.

2. Outline

a. The basic GCM

The GCM is the grid-point model with nine vertical
levels using the “modified Kurihara” grid in which the
Arakawa “A-grid system” is employed (Kurihara and
Holloway 1967; Umscheid and Bannon 1977). The
horizontal resolution is N48, where N48 denotes 48
grid points between a pole and the equator, corre-
sponding to 1.875° grid size in the meridional direction.
The lower boundary condition is specified by the
seasonally varying climatological sea surface tem-}
perature.

b. Various SGS physics

The four models are designed to accumulatively in-
crease the elaboration and the complexity in the physics
from the A to the FM. The major features of these
parameterization packages are listed in Table 1, and
brief descriptions are given below.

All of the models have the following in common:
large scale condensation; nonlinear horizontal viscosity
(Smagorinsky 1963); a simple bucket method soil hy-
drology in which vegetation is not taken into account;
a full radiation package with prescribed noninteractive
clouds and no diurnal variation.

The simplest model, the A (Smagorinsky et al. 1965;
Manabe et al. 1965) uses the “moist convective ad-
justment” for cumulus parameterization; dry adiabatic
adjustment and a simple mixing length theory are em-
ployed to parameterize vertical eddy transports; and
the bulk aerodynamic method for thermally neutral
stratification is used in the constant-flux layer next to
the earth’s surface. The condensation criterion is a re-
lative humidity of 80% for both the moist convective
adjustment and the large scale condensation.

In the E-model, the vertical eddy transports are re-
placed by the second order turbulence closure model
at 2.5 hierarchy level (Mellor and Yamada 1974,
1982), and the Monin–Obukhov approach based on
the similarity theory is used in the constant-flux layer
(MS1; MS2). This model contains three subsurface
levels for soil heat conduction. The condensation cri-
terion is 80%.

The F-model is the same as the E-model except that
the moist convective adjustment is replaced by the Ar-
akawa–Schubert (1974) cumulus parameterization
scheme [subsequently referred to as the A–S scheme;
see also Lord and Arakawa (1980)]. The planetary
boundary layer is modeled by the turbulence closure
scheme, as is in the E, and the mixed layer depth is
calculated as the “lifting condensation level” (see
MS2). The condensation criterion is a relative humid-
ity of 100%. Cumulus friction is also included.

The FM is the same as the F-model except for the
use of “2 sigma envelope” orography (Wallace et al.
1983), as opposed to the grid-box-mean orography in
the F-model.

Refer to MS1 and MS2 for further information. The
details of the models are documented in the internal
GFDL manuals on the E-physics and the F-physics.

c. Cases and initial conditions

Eight cases for January 1977–1983 are adopted, and
each case is predicted by three initial conditions as stoc-
astic forecasts. These initial conditions are provided by
tree different analyses that are obtained by the data
assimilations of three centers, i.e., the ECMWF, the
GFDL, and the NMC (National Meteorological Cen-
ter). These cases and data are exactly the same as those
adopted in Miyakoda et al. (1986).

<table>
<thead>
<tr>
<th>Features</th>
<th>Remarks</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Moist convective adjustment</td>
<td>GFDL 1965 model</td>
</tr>
<tr>
<td></td>
<td>Dry convective adjustment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Drag law formulation of surface fluxes</td>
<td>80% condensation criterion</td>
</tr>
<tr>
<td></td>
<td>Mixing length theory</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Turbulence closure model</td>
<td>No dry convective adjustment</td>
</tr>
<tr>
<td></td>
<td>Monin–Obukhov processes</td>
<td>80% condensation criterion</td>
</tr>
<tr>
<td></td>
<td>Soil heat conduction</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Arakawa–Schubert cumulus parameterization</td>
<td>No moist convective adjustment</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FM</td>
<td>Envelope orography</td>
<td>$\sim$2 sigma envelope</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Forecast performance

a. Simulated general circulation

The 30-day means of various variables in the models’ results are calculated for eight cases and verified by the corresponding observations. The verification data are the NMC analyses. Some highlights are presented here for three variables, i.e., zonal averages of the temperature, the zonal wind, and the sea level pressure (SLP).

1) TEMPERATURE ERROR

Figure 1 is the 8-case mean meridional section of the temperature error, i.e., $T_{\text{pred}} - T_{\text{obs}}$, where $T_{\text{pred}}$ and $T_{\text{obs}}$ are the temperatures for the prediction and the verification, respectively.

Overall, the error distributions are similar among the four models; the predicted temperature is predominantly lower than the observed. In particular the cold biases are extremely large in the upper troposphere at high latitudes. It is noteworthy that the positive error over the Antarctic is reduced in the E, probably because of the more appropriate surface boundary layer treatment. In the tropics, the F and the FM have a clear warm bias in the upper troposphere centered at 200–250 hPa, compared with the A and the E. This is due to the A–S cumulus parameterization, which gives latent heat release at higher levels than the moist convective adjustment. The A–S scheme has the character of “penetrative convection,” whereas the moist convective adjustment scheme operates in the lower unstable layer (see MS1).

Concerning the extreme coldness at high latitudes in the lower stratosphere, it is believed that more effective eddy fluxes are required to transport the tropical heat polewards. This situation can be achieved by an appropriate lateral diffusion which preserves small-scale eddies. This was demonstrated clearly by the $1^\circ \times 1^\circ$ grid 40 level model by Mahlman and Umscheid (1987). Vertical resolution may also be important to eddy heat flux which is associated with vertical phase tilt through the Eliassen–Palm flux.

2) ZONAL WIND ERROR

Figure 2 is the meridional section of the 8-case mean error in the zonal component of the wind. The error distributions of the four models resemble each other, consistent with the distribution of temperature in the context of the thermal wind. The westerly jets are overly intensified, and are shifted poleward in the Northern Hemisphere, and considerably equatorward in the Southern Hemisphere. These features are well-known common shortcomings in almost all GCMs around the world (see Arpe and Klinker 1986; Tibaldi et al. 1987). In the E and in the FM, compared with the A and the F, the errors of jets in the Northern Hemisphere are reduced, but not sufficiently, while the errors in the Southern Hemisphere are increased in the F and even more so in the FM.

A bias toward weaker than observed westerlies over the southern ocean is dominant in all four models.

![FIG. 1. Temperature errors in the A-, the E-, the F- and the FM-models averaged for all eight cases. The abscissa is latitude, and the ordinate is pressure in hPa. Contour interval is 1°C. The negative regions are shaded.](image)
This outstanding feature appears to be consistent with the failure to simulate the low pressure in the Antarctic circumpolar belt, which will be discussed in the next subsection.

In the A and the E models, easterly winds at the upper levels (200 hPa) in the equatorial region are excessively strong. This easterly bias is moderated in the F, possibly due to the “cumulus friction” (Ooyama 1971; Schneider and Lindzen 1976; and Yanai et al. 1982), and even more so in the FM due to the effect of SGS orography.

3) Sea level pressure

Figure 3 shows the meridional distribution of the 8-case mean SLP for the four models and the corresponding verification.

Clearly, the FM corrected the pressure deficit in the Northern Hemisphere well, but it consequently created another small deficit, which is spread across the tropics. The largest errors are evident, however, in the Antarctic circumpolar regions. This tendency is particularly strong in the “modified Kurihara grid” used here.

The failure in the simulation of low pressure in the Antarctic circumpolar regions in other models was pointed out by Gates (1975). This generic problem was thereafter studied by Simmonds (1981), and Mitchell and Hills (1986) in the context of the sea ice extent, the heat flux across the ice surface, and the ice roughness over the southern ocean. It is speculated that vigorous cyclone activities should be present in this belt for the generation of low pressure, and that this situation can only be realized in high resolution models. In the recent high resolution models of the ECMWF and the NMC, for example, the simulation of this low pressure belt was appreciably, but insufficiently, improved (see Tibaldi et al. 1987; Kinter et al. 1988).

b. Systematic errors

The forecast maps of 500 hPa geopotential height, z, are compared with the verifications for the Northern Hemisphere. Figure 4 displays the error maps, i.e., the forecast minus the verification for Days 10–30 averaged, i.e.,

![Figure 3](image_url) Latitudinal distribution of sea level pressure averaged for all eight cases. Small circles are the observations. —— A, —— E, —— F, and —— FM.
Fig. 4. Arithmetic means of the 500 hPa height errors over Days 10–30 in the four models. Contour interval is 40 m. The areas of error between −80 m and −160 m are lightly stippled, and areas of errors exceeding −160 m are heavily stippled. The plotted values indicate the maxima or the minima.

\[
\Delta \langle z \rangle = \langle z_{\text{pred}} \rangle - z_{\text{obs}}, \quad (3.1)
\]
\[
\text{error} = E(\Delta \langle z \rangle), \quad (3.2)
\]

where \( z_{\text{pred}} \) and \( z_{\text{obs}} \) are the geopotential heights for the prediction and the verification, respectively, and \( \langle \rangle \) denotes the arithmetic average over three stochastic forecasts, and \( E \) is the ensemble average over eight January cases.

These error maps represent examples of the systematic errors (climate drift) for the respective models:
\[ \Delta z = E\langle z_{\text{pred}} \rangle - z_n, \]  
where \( z_n \) is the observed norm, given by \[ z_n = E(z_{\text{obs}}). \]

The magnitudes of the error for 500 hPa height (mean absolute values) are in increasing order: the FM, the F, the E, and the A.

In summary, one of the noteworthy points is that the systematic biases are by and large similar among the various SGS physics (Hollingsworth et al. 1980), and yet differences can be identified.

c. Forecast errors

The root-mean-square (rms) error of the geopotential height is defined by

\[ \text{rms error} = [E(\Delta z)^2]^{1/2}, \]  
which is referred to as the "forecast error." Figure 5 presents the forecast errors for the various models. The errors (mean absolute values) are in increasing order: the FM, the E, the F, and the A. Note the errors over the Aleutian area and the Ural Mountains, which are reduced substantially in the E, compared with the A. It is not clear yet why the large error emerges over the North Atlantic in the F compared with the E. The forecast errors over the Aleutians and the North Atlantic are decreased in the FM.

Comparing Fig. 5 with Fig. 4 shows a considerable correlation between the two distributions within each model. This implies that the systematic errors (Fig. 4) constitute the major portion of the forecast errors (Fig. 5). This point was already mentioned in the previous paper (Miyakoda et al. 1986) but only for the E-physics.

Recently Tibaldi and Molteni (1988) have argued that "systematic model errors appear to be mainly produced by the model's inability to simulate the transition between zonal and blocked regimes." In fact, the geographical distribution of the negative error centers in the A, for example, of Fig. 4 agree well with the blocking prone regions. It is, therefore, not implausible that the forecast errors in Fig. 5 are a reflection of the model's inability to simulate blocking. This point will be discussed in a later paper.

d. Skill scores

In order to measure the forecasting skill, the correlation coefficients of the 10-day mean geopotential height anomalies between the forecast and the observation (NMC analysis), and the rms error are calculated for each of eight cases. The verification domain is the Northern Hemisphere (25°–90°N). In calculating the anomalies, a climatological norm for geopotential height obtained by Oort (1983) was used.

Figures 6 and 7 show the scores for 500 hPa height for the eight cases separately. Each case includes 12 curves, which result from three different initial conditions and four different models. As an auxiliary score, the correlations for 10-day mean persistence are displayed in Fig. 6. It is a lag correlation between the 10-day mean height anomaly for the 10 days of the verification period versus Day −10 to 0. The rms error persistence is similarly displayed in Fig. 7. For the persistence verifications, the full field is being persisted.

These figures suggest the following: (i) Quite reasonably, the first 10 days have normally good skill scores, and the later days have less skill, although there are exceptions, i.e., the cases of 1978 and 1980. It is interesting to note that even in these cases the forecast scores for different runs are not entirely random, but they vary with time in a similar fashion. For example, the curves in these cases start with equally poor scores; they later rise and decline together. The general trend of a model's performance appears to depend upon the circulation regime of the initial condition (Palmer and Tibaldi 1988), rather than small perturbations in the initial conditions. (ii) The spread of curves among various stochastic forecasts are fairly large in the cases of 1977, 1978 and 1980, and relatively small in the cases of 1982 and 1983, apparently indicating the high sensitivity of forecast scores to the circulation regimes. (iii) The curves generally tend to return to persistence towards the end of the month (Molteni et al. 1986).

In order to investigate the model's performance, the scores are taken separately for each model. Figures 8 and 9 are the results for the ensemble averages of three stochastic forecasts. As it turns out, the case-to-case variability is again dominant in the scores rather than the model's SGS physics (see also Hollingsworth et al. 1980). It is therefore somewhat difficult to extract a systematic feature for different models from these curves.

Figures 10 and 11 are the arithmetic averages of the skill scores for eight January cases with respect to different models. The figures display the scores for the 10-day mean of the forecast and the persistence. In Fig. 11, there is another curve, i.e., the climate (dashed curve); this is the rms difference of the 10-day mean observed height from the norm. Once again in the first 10 days, the scores are high for all cases and for all models. Beyond Day 10, they decay, but not always monotonically, depending upon the models. In the first 10 days, the hierarchy of the performance is, in descending order: the E, the FM, the F, and the A, in terms of both the correlation and the rms errors. The difference is subtle in the ensemble mean of eight Januaries, while the difference is substantial in the individual cases of various Januaries.

Beyond Day 10 and up to Day 20, the hierarchy order changes from the first 10 days. The E decays quickly and the F remains high in terms of correlations scores, while the rms error is, in increasing order: the FM, the E, the F, and the A. This is the same order as in Fig. 5.
Fig. 5. Rms errors of the 500 hPa height over day 10–30 in the four models. Contour interval is 40 m. The areas of error between 160 and 200 m are lightly shaded, and the areas of error larger than 200 m is heavily shaded. The plotted values indicate the maxima.

Originally it was expected that increasing the sophistication of SGS physics might result in a progressive improvement in the model’s simulation. In reality, however, the results are more complex, as is seen in Figs. 10 and 11. In the rms error, the FM is best and the A is worst, and in the correlation scores for the last 10 days, the F and the FM are best. This feature is exactly in the expected order. The E, however, becomes worse than the A in the correlation scores. This disorderly feature needs explanations. We will come back to this point later.

The figures also include the scores of the climate
Fig. 6. Correlation coefficients for the 10-day mean of the 500 hPa height anomalies in the eight January cases. The abscissa is the forecast time range in days, and the ordinate is the correlation. Each January case includes 12 solid lines representing forecasts of four different models and three different initial conditions. Dashed lines indicate the 10-day mean persistence.
adjusted curves for the selected physics. A climate drift adjustment is made by simply subtracting the systematic error (3.3) for each model from the original forecasted height \( z \) (Molteni et al. 1986; Miyakoda et al. 1986). The results of the climate-adjusted curves become more similar to each other among various models (Murphy and Dickinson 1988), apparently implying that the characteristic features tend to be lost due to the elimination of the systematic biases. For simplicity, only two curves, i.e., the E and the F, are shown as examples of climate drift adjustment in Figs. 10 and 11. Note that the systematic error was not calculated from independent data in this paper (see the remarks of Molteni et al. 1986; Hollingsworth et al. 1987; Murphy and Dickinson 1988).

The performance of the FM is somewhat peculiar and erratic. The forecasts deteriorate at Days 15 and 20 in terms of the correlation coefficient, and then become best toward the end of the month. On the other hand, the rms error in the FM are almost always smallest. As will be mentioned later, the forecast fields are overly smooth with the small magnitude of transient kinetic energy. It is therefore considered that the lower rms error in the FM is likely to be due to the lower variability rather than to a better performance (see Molteni et al. 1986). Note that Jarraud et al. (1986) mentioned the detrimental effect for the summer case with the envelope mountain, though the negative effect tends to disappear with increased horizontal resolution.

4. Kinetic energy

From the standpoint of the long-range forecasts, the low frequency variability of the circulation patterns is our particular interest, because only this component has predictability potential. In order to emphasize this component, the monthly mean of circulation fields is calculated. This is referred here to as the time-mean component, and its deviation is called the transient component. In addition, it is customary and also convenient to divide the circulation patterns into the zonal mean and its deviation ("eddy").

a. The notation

Following the Oort (1983) notation, the winds, for example, are divided into the zonal mean, \( \overline{u} \), and the eddy, \( (\cdot)\ast \), i.e.,

\[
\overline{u} = [u] + u\ast,
\]

or into the monthly mean ("standing"), \((\cdot)\'), and its deviation ("transient"), \((\cdot)\ast\), i.e.,

\[
u = \overline{\overline{u}} + \overline{u}\ast.
\]

Thus the monthly mean of zonally averaged kinetic energy is written as

\[
K = \frac{1}{2} \left[ \overline{\overline{u}^2} + \overline{\overline{v}^2} \right],
\]

\[
= K_M + K_E,
\]

where \( K_M \) is the zonal mean kinetic energy and \( K_E \) is the eddy kinetic energy, i.e.,

\[
K_M = \frac{1}{2} \left( \overline{\overline{u}^2} + \overline{\overline{v}^2} \right),
\]

\[
K_E = \frac{1}{2} \left( \overline{\overline{u} \ast^2} + \overline{\overline{v} \ast^2} \right).
\]

We next proceed to the decomposition of \( K_E \), i.e.,

\[
K_E = K_{SE} + K_{TE},
\]

where

\[
K_{SE} = \frac{1}{2} \left( \overline{\overline{u} \ast^2} + \overline{\overline{v} \ast^2} \right),
\]

\[
K_{TE} = \frac{1}{2} \left( \overline{\overline{u}^2} + \overline{\overline{v}^2} \right).
\]
Fig. 8. Correlation coefficients for the same variables as in Fig. 6, except that each January case includes only four solid lines representing the ensemble mean of the three stochastic forecasts for each of the four different models.
Fig. 9. Rms errors of the same variables as in Fig. 7. See the caption of Fig. 8 for further explanation.
climatological value is taken from Jaeger (1976). The FM is again omitted from the comparison for ease of display; in fact, the results of the FM are similar to those of the F.

The following is noted in these figures. (i) The tropical rain is larger over land than over ocean, whereas the extra-tropical rain is markedly larger over ocean than over land. (ii) The model's rainfall is substantially larger than the climatology (Fig. 14). (iii) The rate of tropical rainfall in the F is closest to the climatology, and that of the A deviates most. (iv) The rate of extratropical rainfall in the F is in best agreement with the climatology except over the Southern Ocean, and the rate of the E shows the largest discrepancy.

In the tropics it is quite evident that the rain in the A is much larger over land than over sea, and that the total amount in the F is closest to that in the climatology, though it is still excessive and is broader in meridional extent. In the extratropics of the Northern Hemisphere, the rates in the E and the A are substantially larger than the climatology. Part of the reason may be the 80% condensation criterion in the A and the E, as opposed to 100% criterion in the F. This possibility is to some extent supported by the results of Manabe and Holloway (1975) who used a scheme similar to that used in A except that the condensation criterion was 100%. Their predicted rainfall is closer to the climatology than in the A prediction in Fig. 14.

A noteworthy point in the above is that the rainfall of the E over the extratropical ocean at 60°N is much larger than that of the A. This deficiency might have a serious impact on the prediction of cyclones and anticyclones in this area. We will examine this in section 6.

We now consider the squared pressure velocity, $\omega^2$, averaged vertically, zonally, and temporally for 30 days,

5. Precipitation

a. The zonally averaged rates

Figures 14, 15 and 16 portray the meridional distributions of zonal mean rainfall for the whole globe, and over land and ocean separately. The rates of rainfall are calculated from the 30-day averages. The January

---

Fig. 10. Ensemble mean correlation coefficients for the four models. The upper curves, marked by climate adjustment, are the scores for the empirically corrected prognosis.

---

Fig. 11. Same as Fig. 10, except for ensemble mean rms errors.
using the twice-daily data, for two cases for each model (Fig. 17). The observation counterpart is not available.

The $\omega^2$ is consistently lowest in the F and the FM (not shown here) compared with the A and the E. The low values of $\omega^2$ in these models are a consequence of the design of the cumulus parameterization. Namely, the A–S scheme is formulated to obtain the slow manifold of cloud mass flux from the dynamical balance of cumulus convection with large-scale environment (Lord et al. 1982), and besides the thermal structure is characterized by the heating-altof distribution, i.e., more stable stratification, as opposed to the heating-below distribution in the moist convective adjustment.

The A-model generates a strong peak of $\omega^2$ at the equator, and the E moderates this tendency appreciably. This feature may be ascribed to the vertical diffusion effect in the turbulence closure scheme and, perhaps more importantly, soil heat conduction in the E, in contrast to the A. The simulation results show that the vertical thermal stratification of the tropical atmosphere in the E is much more stable than the A, as shown in MS2 (see their Fig. 29).

It is interesting to point out that, as is seen in Fig. 14, the order of intensity of $\omega^2$ in various models is consistent with the corresponding rates of precipitation. This is not surprising, because the condensational heating due to cumulus convection induces $\omega$, thus maintaining a good relation between $\omega$ and the rate of precipitation. Finally it is noted that the impact of SGS physics or model resolution is most easily identified in $\omega$, and accordingly the Hadley circulation and the rainfall, even if there is no other marked difference (for example, Hollingsworth et al. 1980; Brankovic 1986).

b. The global distribution

Maps of precipitation rates are comparatively displayed in Figs. 18 and 19, including the observed cli-
Fig. 14. Latitudinal distributions of zonal mean rates of precipitation, which are averaged over a month for 24 runs, in the simulation of the three models. Units are cm day$^{-1}$. Small circles are the January climatology of Jaeger (1976).

matologies. The reason why two figures are presented here is that Fig. 18 focuses on the tropical distribution, whereas Fig. 19 stresses the features of the Northern Hemisphere extratropics, using fairly detailed observations.

The maps of global precipitation rates in Fig. 18 include those of the A, the E, the F and the observed January climatology (Möller 1951). The first impression of these distributions are: (i) the major features of observed precipitation are captured by the models.
with some exceptions such as the rainfall over the southern ocean; (ii) the model's simulations are remarkably similar to each other, and in some way different from the observed climate distribution; and (iii) the A and the E produce spatially noisy patterns, while the F gives spatially and temporally coherent pattern, though this aspect is not quite evident in Fig. 18, due to averaging over numerous samples.

Some of notable discrepancies of the model's distribution from the observed climatology are summarized below. In tropics, the rainfall over Brazil is excessive in the E and the A, whereas that of the F is in slightly more favorable agreement with climatology. Over the Sahara Desert, there is too much precipitation in all models, while the climate distribution shows essentially no rainfall. Concerning the doldrum zones,

**Fig. 16.** As in Fig. 14 but only for ocean.

**Fig. 17.** Latitudinal distributions of zonal mean of squared vertical pressure velocity, $\omega^2$, for two cases, i.e., January 1977 and (16) 1979, averaged over a month.
which are located to the west of continents, the models fail to produce zonally extended dry areas. The large portion of dry areas in Australia are not well simulated by the A and the E, while there is more, but insufficient, dry area in the F. Other failure in the models’ simulation is the erroneous rainfall along the Andes range in all models (see also Kinter et al. 1988; Simmons 1986).

The stereographic map (Fig. 19) for the January climatology, presented by Lvovitch and Ovtchinnikov (1964), exhibits clearly the dry regions at the high latitudes and the doldrums. The F captures the major features, such as the Sahara Desert and the northeast of China, but even the F fails in predicting the poleward protrusion of rainy regions to the east of South China Sea as well as to the east of Venezuela and the Carribean Sea. It also fails in simulating the equatorward protrusion of dry zones to the west of those rainy regions. The ITCZ (Intertropical Convergence Zone) at the eastern equatorial Pacific is inaccurate in the magnitude of precipitation rate for all models, compared with the climatology. Besides the models’ ITCZs are shifted too far away from the equator. The result of the FM is not shown here; the pattern of precipitation is similar to that in the F. The deficiencies mentioned above in other models are also present in the FM, except that the dry regions of Mexico and eastern China as well as the China Sea are slightly improved.

One of the merits of the E is to have the Monin–Obukhov scheme, which is supposed to be particularly advantageous over land. In this study, however, so far as the simulated precipitation over land is concerned, the E is no better than the A; in fact, it is worse. The reason might be the inappropriate, oversimplified land surface process, such as the soil moisture treatment (see also Kinter et al. 1988).

c. The precipitation over the storm tracks

The maps on the stereographic projection presented in Fig. 19 allow us to inspect the detailed features of the rainfall over the storm tracks. It is striking that the rates of precipitation are seriously overestimated, notably in the E and next in the A, and that the rain belt associated with Atlantic-European storm tracks is too far over central Russia, particularly in the E and to a lesser extent in the A, while the rainfall in the F is modest, and the eastward extension of the rainy region is limited, agreeing well with the climatology. Note that this deficiency in the storm track rainfall in the A and the E is also evident in 100% criterion A-type model (see Manabe and Holloway 1975). The deficient behavior of the E in the later stage of forecast may be explained by the erroneous simulation of storm track precipitation, because the F has substantially better forecast skill in comparison to the E in terms of correlation coefficients.

The question is why the rate of precipitation in the E is erroneously larger than that in the A. One answer for this is the inadequate vertical resolution with the nine levels to define the planetary boundary layer within the framework of the turbulence closure scheme.
Manton (1983) mentions that vertical truncation error leads to excessive entrainment and so the mixed layer is a little too warm and dry, and that consequently the vertical eddy transport of latent heat is overestimated. It is possible that these drawbacks might be aggravated by the use of 80% condensation criterion in the E. This speculation has been substantiated by two additional monthly runs, in which 100% criterion is employed in
the E-model. The amount of precipitation has been substantially reduced in the midlatitude storm track region, and simultaneously the rapid deterioration in correlation scores at the last 10 days of 1-month forecasts in the 1980 and 1981 cases has not shown up. Note that Hollingsworth et al. (1980) use a more elaborate condensation criterion which is height dependent between 100% and 80%.

Figure 20 shows the zonally averaged distributions of precipitation, evaporation and precipitation minus evaporation for the two cases run with both 80% and 100% condensation criteria. Going from 80% to 100% condensation criteria results in a reduction in both the precipitation and the evaporation rates. There is little change in the difference between precipitation and evaporation at most latitudes, especially in the area of the midlatitude storm tracks.

6. Remarks

Because of the 10-year freeze of the models, the A, the E, the F, and even the FM-physics do not include the most recently developed parameterizations in SGS physics, such as shallow convection and gravity wave drag.

a. The shortcomings in the present physics and future projection

The “gravity wave drag” parameterizations associated with the SGS orography (Palmer et al. 1986; McFarlane 1987; Lindzen 1985; Pierrehumbert 1986) is one of the examples of the new parameterization. This parameterization has already been used successfully in reducing the excessive zonal wind at the jet-stream level and in the lower stratosphere. This approach appears to be more favorable than the “envelope mountain” in the FM, because the reduction of wind at remote heights is taken into account without the adverse effects on the summer forecasts and the inadequate transient eddy kinetic energy, $K_{TE}$. The “barrier effect” due to the orography certainly exists, however, and therefore, both effects (i.e., the gravity wave drag as well as the enhanced SGS orography) may be desirable in the GCM parameterization (Pierrehumbert 1986; Miller et al. 1989). According to Tenenbaum (1987), even in the recent prognoses, which include the gravity wave drag parameterization, the excessive forecast winds above the subtropical jet still occur near the Himalayas quite frequently; and this parameterization alone does not appear to cure the deficiency (see also Simmons 1986).

Shallow convection parameterization is another example. In contrast to the deep cumulus clouds, the effect of the shallow nonprecipitating clouds has been underestimated. Tiedtke (1986) was the first to have recognized the importance of this effect for GCMs. Shallow convection has primarily a local effect on the thermal state in the tropics. Water vapor in the trades is accumulated in a cloud layer at the top of the well-mixed boundary layer. The shallow convection plays a crucial role in transporting the moisture and sensible heat from the subcloud layer to the layer above. According to Tiedtke, this convection has a significant effect on atmospheric energetics through intensifying the hydrologic cycle.

When ECMWF included this parameterization in the operational model, there was a marked reduction in the tropical temperature bias in the lower troposphere. Our speculation is that the inclusion of this parameterization in the F may enhance the cumulus convection, and as a result, the $K_{TE}$ may be increased and the Madden–Julian oscillation may be favorably intensified, as will be discussed in the next subsection.

As another interesting revision, Johnson (1976), Kao and Ogura (1987), Frank and Cohen (1987) and others proposed to include the downdraft effect in the A–S scheme. With this effect, the maximum of the cloud mass flux for the shallow clouds is appreciably intensified, and furthermore, both the condensation and evaporation are much more active than in models without downdrafts.

![Fig. 20. Latitudinal distribution of zonal mean precipitation (top), evaporation (center), and precipitation minus evaporation (bottom) for the two cases run with both 80% and 100% condensation criteria. The units are cm day$^{-1}$.](image-url)
b. Madden–Julian waves

Concerning the A–S scheme, Tokioka et al. (1985) pointed out that the Madden–Julian oscillation or the tropical 40–50-day oscillation is not well represented by this cumulus parameterization. Figure 21 shows the tropical oscillation in the E and the F models in our study. The models were integrated for 120 days, from 1 May to 31 August 1979. The velocity potentials at 300 hPa level are diagnosed, using the technique of Knutson and Weickmann (1987). The results between 5°N and 5°S are shown in the Hovmöller diagram together with the corresponding observation for the same period, i.e., the FGGE analysis of GFDL. Then the wavenumber–frequency analysis of Hayashi (1982) is applied to these model outputs. The results are summarized as follows: (i) Both the E and the F fail in simulating the Madden–Julian oscillation, though all diagrams include eastward propagating waves of zonal wavenumber 1. The waves in the models have substantially greater phase velocities than the FGGE analysis (observation). Hayashi’s analysis indicates that the peaks of periodicity are 35 and 22 days in the E; 32 and 17 days in the F, whereas those in the FGGE analysis of both GFDL and ECMWF are 45 and 25 days. (ii) The intensity of velocity potential in the F is extremely weak, i.e., about half of that in the E and less than half of the FGGE analysis. (iii) The E tends to generate the waves of slow speed close to the Madden–Julian waves, but is not successful in maintaining them. According to Hayashi and Golder (1986), the GCM of spectral resolution (R30-rhombooidal truncation at wavenumber 30) with the moist convective adjustment is capable of producing the oscillation of 45- and 25-day periodicities, though the magnitude of the 45-day wave is about half of the counterpart in the FGGE

![Fig. 21. Hovmöller diagram for time variations of 300 hPa velocity potential (deviation from the 120-day averages at the respective longitude) at 5°N–5°S which are obtained in the E-, the F-models and the FGGE analysis (obs). The thick solid lines are for zero; the regions of potential deviation less than certain negative values are shaded, and the regions of the deviation greater than certain positive values are stippled. Note that the contour interval for the F-model is different from two other diagrams.](image-url)
analysis. The R15 model failed to generate the Madden-Julian waves.

Note that Tokioka et al. (1988) found that the periodicity of these oscillations is extremely sensitive to the vertical distribution of condensational heating. Based on this diagnosis, they modified the A–S scheme by imposing a constraint on the minimum entrainment rate. In the modified A–S scheme, the 40–50-day oscillation is successfully represented. Overall, the result presented in this paper is consistent with that of Park et al. (1989).

c. Final remarks

The impact of the SGS physics is very subtle and delicate. As noted earlier, in the individual forecasts, the circulation regimes have more impact on the prediction performance than does the SGS physics. Consequently, it is extremely difficult to demonstrate that a particular SGS physics is effective for forecasts above the statistical significance level. Nevertheless, modelers have decided to go ahead and incorporate the parameterizations in operational models only on the ground of scientific soundness and based on a limited number of experiments. In most cases, this strategy generally proved to be right. The essence of the incorporation of SGS physics is to push the edge of performance slightly and thereby to attempt at achieving a gradual, and substantial improvement of forecasts. Historically skill scores of forecast have been delicately but steadily raised in many operational centers around the world. It is essential in the future to confront the regime-dependent nature of monthly predictability by taking advantage of the probabilistic forecasts. At present, however, we are not quite ready to use this approach (forecasts of less than about 5 days are all right), because the systematic biases of current models hinder them from simulating all circulation regimes with unbiased probability.

7. Conclusions

Based on the numerical experiments of eight January cases, the simulation performances of the models of four SGS physics are investigated with respect to the 30-day forecasts. The four models, i.e., the A-, the E-, the F- and the FM, are designed to increase progressively the accuracy of the physics from the A- to the FM-model. We expected a stepwise improvement in the models' forecast performance. In reality, however, the results are not so straightforward. To summarize the discussions, the conclusions are drawn as follows:

(i) The 30-day performance appears to be more sensitive to the initial conditions (the circulation regime) more than to the SGS physics.

(ii) The F-, the E- and the FM-models show better performance in the medium-range forecasts of about 10 days, compared with the A-model. The effects are subtle yet substantial.

(iii) The superiority of the F-model over the A- and the E-models is evident during the last 10 days of one-month forecasts, though the performance of the E-model is consistently good in terms of the rms error. The reason why the E decays may be related to the 80% condensation criterion. The reason why the FM-model forecasts deteriorate in certain respects may be the excessive enhancement of SGS orography, resulting in the inferior geopotential height maps, which show unrealistic features, and very weak transient eddy kinetic energy.

(iv) The systematic errors are substantial in magnitude, though they vary with the SGS physics. The FM-model has the smallest systematic error, while the A-model has the largest error. The most prominent systematic errors in the models discussed here are: 1) the westerly jets are overly intensified and shifted poleward in the Northern Hemisphere, and considerably equatorward in the Southern Hemisphere; 2) the temperature is predominantly lower than the observation, the maximum deficit being located in the lower stratosphere at high latitudes; 3) the transient eddy kinetic energy, $K_{TE}$, is appreciably underestimated in all models, particularly in the FM and the F; 4) the sea level pressure in the Antarctic circumpolar belt (55°S–70°S) is not well reproduced.

(v) Overall, the F-model provides quite realistic zonal mean precipitation rates over ocean and land separately and also the geographical distribution. Some drawbacks are also noticed, however, such as the weak intensity of the resulting transient eddy kinetic energy, particularly in the tropics.
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