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ABSTRACT

An extremely simple chaotic model, the three-variable Lorenz convective model, is used in a perfect model setting to study the selection of initial conditions for ensemble forecasts. Observations with a known distribution of error are sampled from the "climate" of the simple model. Initial condition distributions that use only information about the observation and the observational error distribution (i.e., traditional Monte Carlo methods) are shown to differ from the correct initial condition distributions, which make use of additional information about the local structure of the model's attractor. Three relatively inexpensive algorithms for finding the local attractor structure in a simple model are examined; these make use of singular vectors, normal modes, and perturbed integrations. All of these are related to heuristic algorithms that have been applied to select ensemble members in operational forecast models. The method of perturbed integrations, which is somewhat similar to the "breeding" method used at the National Meteorological Center, is shown to be the most effective in this context. Validating the extension of such methods to realistic models is expected to be extremely difficult; however, it seems reasonable that utilizing all available information about the attractor structure of real forecast models when selecting ensemble initial conditions could improve the success of operational ensemble forecasts.

1. Introduction

For many years, the vast majority of operational forecasts of the atmosphere have used a single integration of a numerical weather prediction model started from a discrete observed state. However, because only sparse, inaccurate observations of the state of the atmosphere are available, the initial state of a prediction model is more appropriately represented as a probability distribution. A numerical forecast of the state of the atmosphere then entails estimating the probability distribution of the model variables at some ensuing time.

One possible approach to this problem of stochastic dynamic prediction was discussed by Epstein (1969). In this case the forecast model is based on stochastic differential equations, and the probability distribution of the initial and ensuing states are explicitly represented in the model. In general, this method involves such great expense that it is not practical for even the simplest of forecast models.

A second approach to stochastic-dynamic prediction, ensemble prediction, is now beginning to be used at operational prediction centers around the world. In ensemble prediction a number of discrete initial conditions are sampled from the observed probability distribution for the forecast model variables. Each of these initial conditions is then integrated as a separate forecast in a traditional "discrete" model. The distribution of the model variables in this ensemble of forecasts can then be viewed as a sample of the continuous probability distribution at some later time. Ensemble prediction was pioneered by a number of researchers including Gleesom (1970) and Leith (1974).

A number of problems remain in using ensembles of discrete forecasts to approximate the evolution of an initial probability distribution in a model. One fundamental problem is the interpretation of the ensemble forecast, especially when the ensemble size is very small compared to the number of dynamical degrees of freedom in the forecast model (Tracton and Kalnay 1993; Murphy 1990). A second problem is the selection of the initial ensemble members. In other words, how should the initial observed probability distribution be sampled in order to provide the most meaningful information from the ensemble forecast (Schubert et al. 1992).

Numerous approaches to selecting the initial ensemble members have been proposed. The oldest is Monte Carlo forecasting (Epstein 1969; Leith 1974). In Monte Carlo forecasts, the initial ensemble members are randomly selected from the best available approximation of the initial observed probability distribution. It can be demonstrated that this approach is generally a good way to sample a probability distribution (Lewis 1975) and that one must know a great deal about the
probability distribution being sampled in order to sample more efficiently (Traub and Wozniakowski 1994). Despite this, because of the high costs involved in doing ensemble integrations, atmospheric scientists have attempted to devise more efficient ways of sampling than Monte Carlo.

One alternative to Monte Carlo sampling is lagged average forecasting (LAF) (Hoffman and Kalnay 1983). In LAF the initial ensemble sample for a time \( n \) is composed of a single discrete initial condition using observations at time \( n \), plus some set of forecasts valid at time \( n \) that were produced using earlier observations. For instance, a three-member LAF ensemble might consist of a discrete ‘observed’ initial condition, the 24-h forecast from discrete initial conditions 24 h earlier, and the 48-h forecast from discrete conditions 48 h earlier. The LAF sampling strategy is driven purely by pragmatism and does not explicitly attempt to make a good sample of the initial probability distribution. Despite this, there is some suggestion that LAF does a surprisingly good job at gleanig information about the initial probability distribution (Toth and Kalnay 1993). More sophisticated variants of LAF (Ebisuzaki and Kalnay 1991) have also been developed.

More recently, researchers have attempted to select a sample of the initial probability distribution using information about the numerical model (Molteni and Palmer 1993). In most of these methods the goal is to sample elements from the initial probability distribution that lead to the largest trajectory divergence in phase space. The objective of this type of ensemble forecasting is not necessarily to produce a good sample of the forecast probability distribution but, instead, to heavily sample the wings of the forecast probability distribution. During the initial linear phase of the evolution of the probability distribution, the wings of the distribution are in fact the least probable portion of the distribution. However, as noted by Mureau et al. (1993), it may be useful to have ensemble members that have as large a divergence as possible when attempting to use ensemble spread as a predictor of forecast skill. With this in mind, a number of techniques using various optimally growing perturbations derived from the forecast model have been used to generate ensemble initial conditions (Buizza et al. 1993; Buizza and Palmer 1994).

Despite enormous improvements over their predecessors, the current generation of forecast models are far from being perfect models of the real atmosphere. It seems highly unlikely that the model climate (the exact definition of climate in a model context will be discussed below) is consistent with the observed climate. An extended integration of these models probably never gets particularly ‘close’ to any real observed condition in model phase space. Inconsistencies between the observed atmospheric state and the model’s climate can be one cause of a period of transient evolution (spinup) in forecast model integrations. Although considering the implications of this spinup is vital in applying ensemble techniques to real forecast models, it introduces a level of complexity that is too great for this study. Therefore, the work presented here will be in a perfect model context (Leith 1974; Seidman 1981). The numerical model used is assumed to exactly represent the real world to be forecast. Observations of this world can be generated by taking snapshots during some long integration of the model and, if desired, adding some noise to these perfect observations. Such observations are guaranteed to be consistent with the long-term climate of the model, and the only source for spinup is the added observational noise (and possibly the numerical details of the model’s time differencing).

Modern operational forecast models are extremely complex and require enormous amounts of computer time to integrate. The huge number of variables in these models can make forecast experiments difficult to analyze. This study will restrict attention to a maximally simplified model, which was selected to have the fewest possible number of variables while still producing ‘chaotic’ behavior. Simple model studies like this have a long history in the atmospheric literature (Lorenz 1982). Experiments with simple models can give insight into the fundamental behavior of dynamical systems that is unattainable from more complicated models. However, great care must be exercised if techniques developed for simple models are ever to be applied to their vastly more complicated operational cousins.

This paper will examine the selection of initial conditions for ensemble forecasts in a simple, perfect model framework. Section 2 presents the numerical model and a quick discussion of the model’s climate. Section 3 examines the selection of ensemble initial conditions for this model and, in particular, the impact of using information about the model’s climate. Section 4 examines methods for finding the local structure of the model’s climate and is followed by additional ensemble forecasting experiments in section 5. Section 6 provides a brief discussion of the implications of this work for more complicated models.

2. Model equations and attractor

The simple model used in this study is the three-variable convective model, whose derivation and physical interpretation can be found in Lorenz (1963). The differential equations for this model are

\[
\dot{x} = -\sigma x + \sigma y \tag{1}
\]

\[
\dot{y} = -xz + rx - y \tag{2}
\]

\[
\dot{z} = xy - bz \tag{3}
\]

where the dot represents a derivative with respect to time. Throughout this study the parameters are set to
\( \sigma = 10, r = 28, \) and \( b = 8/3. \) This parameter range is the same as that used in Lorenz and is chosen because it demonstrates chaotic behavior. The two-step time differencing method described by Lorenz (1963) is used to integrate the system (1–3) with a nondimensional time step of 0.01. This time-stepping scheme is self-starting thus avoiding any of the numerical spinup problems mentioned in the introduction.

The structure of the attractor of the model has been documented in a host of publications (Lorenz 1987; Guckenheimer and Holmes 1983; Sparrow 1982). The attractor represents the equilibrated behavior of the model after it has been integrated a very long time from arbitrary initial conditions and is also referred to as the model climate. A brief description of some aspects of the attractor that are relevant to later sections is presented here.

Exploring the structure of a model attractor can be astronomically expensive. As noted by Lorenz (1987), little is actually known about the structure of the attractors of large dynamical systems. However, extremely long integrations of the Lorenz model are affordable and can reveal the nature of its attractor.

It is vital that these extended integrations be performed with high numerical precision for this model. It was found that long integrations became periodic with a period of several tens of millions of steps when evaluated with 32-bit floating point arithmetic. Obviously, any finite precision representation of the equations will eventually repeat; however, it is desirable that this repeat time be much longer than the time needed to sample the details of the attractor structure. Sixty-four bit floating point was used throughout this study, and no evidence of periodic model behavior was discovered. This is one example of how the attractor for the continuous equations and the numerical model can be fundamentally different. The remainder of this paper will be concerned with the attractor of the numerical model.

The attractor is composed of two distinct regions in phase space; the model tends to persist in one region of phase space for extended periods of time with occasional bifurcations causing a shift to the other region. The total nondimensional range of \( x, y, \) and \( z \) in the attractor is approximately 50 nondimensional units.

For this study, the most important aspect of the attractor is that it is not dense in the model’s phase space [see Gleeson (1970) for a discussion of phase space]. Instead, the attractor is composed of a set of quasi-two-dimensional sheets that are imbedded in the three-dimensional phase space. Figure 1 shows three cross sections (Lorenz 1987) of the attractor generated by finding the first 10 000 points from an extended integration that lie within distance 0.01 (or about \( 1/5000 \) of the total attractor size) of a given plane in phase space. The attractor is approximately two-dimensional when viewed on these scales.

Another method for studying the local attractor structure is to use analogs (Lorenz 1969; Toth 1991; Trevisan 1993). For example, a single point on the attractor is selected as a base point; the model is then integrated until 10 000 points with distance less than 1.0 from the base point are found. A study of analogs reveals that the attractor is composed of nearly two-dimensional sheets throughout the phase space. Locally (i.e., over a region with a radius about \( 1/50 \) of the total attractor size), these sheets are very thin, with almost all points being within distance 0.0001 of a two-dimensional surface.

The two-dimensional structure of the attractor will be exploited in the ensemble forecasting experiments of the following sections. It is not clear how specialized the behavior demonstrated by this simple model may be since the structure of the attractors of higher dimensional models are not well documented. The attractors of some other low-order models, for instance the Lorenz three-variable dynamical model (Lorenz 1987), are also somewhat more complicated. Nevertheless, it seems plausible that higher-dimensional models might exhibit attractors that are of considerably lower dimension than the imbedding phase space of the model.

3. Ensemble forecasts in a perfect model

In this section, it will be demonstrated that failing to use information about the attractor structure when selecting ensemble initial conditions can lead to erroneous ensemble forecasts. The model described in the last section can be used as a perfect model to examine methods for selecting initial conditions for ensemble forecasts. Initially, the model is integrated for a very long time, at least 100 000 steps here, to ensure that it is on the attractor and no longer being influenced by the effects of arbitrary initial conditions. This equilibrated model is then taken as the “real world” physical system to be forecast.

Exact observations from the model consist of the values of \( x, y, \) and \( z. \) It is assumed that exact observations are impossible due to imperfections in the hypothetical observing system. Observations are generated by adding some random noise, selected from a given observational error distribution, to the states from the extended model integration. In this study, the distribution of observational error is assumed to be multinormal with standard deviation 1.0 for each of \( x, y, \) and \( z; \) the errors in the different variables are uncorrelated. The results are qualitatively insensitive to the size of the noise as long as the majority of the errors are small compared to the total size of the attractor.

Given a noisy observation and knowledge of the observational error distribution, a probability distribution for the "exact" observed state can be generated. The distribution for the exact observed state based only on a knowledge of the observational error distribution and the noisy observation is also multinormal with standard deviation 1.0 with the noisy observation as the mean.
In this perfect model context the observational error distribution and the noisy observation are not the only information available. The previous section has demonstrated that the attractor occupies only a small portion of the total model phase space. The exact observed state must lie on one of the quasi-two-dimensional sheets of the attractor. The rest of this section compares two types of ensemble forecasts. In the first set, the unconstrained ensemble, the only information used in generating the probability distribution of the initial conditions is the observational error distribution and the noisy observation. As noted above, the initial condition distribution in this case is a three-dimensional multivariate normal distribution.

The second set of forecasts, referred to as the correct ensemble forecasts, makes use of additional knowledge about the model attractor. For this ensemble the initial condition probability distribution is the conditional distribution of the three-dimensional unconstrained case given that the exact observation must lie on one of the
two-dimensional attractor sheets. Using the method outlined below, this is the best initial distribution that can be generated.

In this section, an additional constraint on the observational error will be introduced; this is that the noisy observation lies on the model attractor. This is obviously a highly artificial assumption, but it makes the initial discussion more straightforward. It should be noted that results based on this assumption will give a lower bound on the differences between the unconstrained and correct forecasts. Since the purpose of this section is to demonstrate that there are significant differences between forecasts from the unconstrained and correct distributions, this assumption is not a problem.

The unconstrained forecasts with the noisy observation on the attractor are referred to as the unconstrained attractor (UA) ensemble forecasts. For multinormal observational error distributions, the correct ensemble initial distribution is not changed by the fact that the noisy observation is on the attractor. Figure 2 displays a schematic of the initial condition distributions for the correct and UA ensembles.

It is straightforward to generate a large sample of the three-dimensional UA initial condition distribution given a noisy observed point. Generating the quasi-two-dimensional distribution for the correct initial conditions is somewhat more difficult. First, a very large set of analogs to the noisy observed point is generated by integrating the model, sampling every 100th time step, and retaining all points that lie within a fixed distance of the noisy observed point. Then, this analog sample is itself selectively sampled to produce a set with the appropriate two-dimensional multinormal distribution. This can be done by rejecting a percentage of the analog points as a function of their distance from the observed point.

The initial distributions and the subsequent forecast distributions can be compared for the UA and correct cases. The differences between the two distributions can be regarded as errors in the UA case. The distributions will be compared using plots of the ensemble probability density projected onto planes in phase space. Both initial condition distributions are sampled with 100,000 ensemble members for the results shown here. This allows relatively smooth probability density plots to be made, even for forecast lead times that are well outside the “linear” range. Results for a single case will be presented; however, this case is representative of behavior found for noisy observations located anywhere on the model’s attractor.

Figure 3 shows the projection on the local attractor “plane” of the initial ensemble distributions for the noisy observed point \( x = 14.81, y = 12.65, z = 37.56 \) (which lies on the model attractor) for the correct distribution (Fig. 3a) and for the difference between the UA and correct distributions (Fig. 3b). The UA case has probability densities that are concentrated too heavily near the center of the projected distributions. This could have been deduced a priori; the density projection of a sphere onto a plane gives a higher concentration in the center, which falls off sharply toward the edges of the circular projection. Since the correct distribution is quasi-two-dimensional, it does not have the increased density in the center of the distribution that is found in the UA.

The evolution of the distributions as the ensembles are integrated can now be examined. During the early phases of the integration, the evolution of the shape of the ensemble probability density can be predicted well by linear theory. During this linear phase, both the two-dimensional correct and three-dimensional UA probability distribution ellipsoids are stretched or compacted along two and three axes, respectively. As the integration time increases, the three-dimensional UA distribution begins to collapse toward the attractor plane containing the two-dimensional correct distribution. This behavior continues on into the nonlinear evolution regime.

Figure 4 shows the projection on the \( x-y \) plane of the distribution for the correct ensemble after 50 time steps (it takes on the order of 100 time steps for the model to circulate around one of the two attractor regions) in a regime that is still mostly linear. The projections on the other coordinate planes look qualitatively similar. Figure 5 shows the difference between the \( x-y \) plane projections of the UA and correct ensemble distributions after 50 steps. Not surprisingly, the UA distribution continues to weight the central portion of the distribution too heavily, while the outer portions are not given sufficient probability. This difference is highlighted in Fig. 6, which shows the ratio of the UA to the correct distribution for the projection on the \( y-z \) plane. For the outer regions of the distribution, the UA ensemble has less than half of the correct probability while it is several times too large in the center.

As the integration time is further increased, the probability distributions begin to lose their ellipsoidal shape and become stretched and folded as is typical for chaotic systems (Guckenheimer and Holmes 1983). Points
Fig. 3. Probability density projections on the local attractor plane for the correct (a) and for the UA minus correct (b) initial condition distributions for the noisy observed point \((x = 14.81, y = 12.65, z = 37.56)\), which lies on the model attractor. Sampled values are placed in a \(50 \times 50\) element binning grid, and a simple 9-point smoother is applied before contouring. Contour interval in (a) is 0.1 with the 0 contour omitted. Contour interval in (b) is 0.05 with regions less than \(-0.05\) stippled.

that were initially on the fringe of the probability distributions are more likely to be stretched and twisted into long filaments at earlier times. However, it is these fringe regions that are insufficiently weighted by the UA distribution. Figure 7 shows a portion of the \(y-z\) plane projections for the correct and UA ensembles af-

Fig. 4. Probability density projection on the \(x-y\) plane for the correct initial condition distribution of Fig. 3a after 50 steps of time integration. Contour interval is 0.2 with the zero contour omitted.

Fig. 5. Unconstrained attractor minus correct distribution probability density projection on the \(x-y\) plane after 50 steps of integration. Contour interval is 0.05 with the zero contour omitted; regions less than \(-0.05\) are stippled.
crossing the more probable ‘center’ region of the distribution in this projection. The UA distribution (Fig. 7b) gives somewhat greater weight to the center region but gives far too little weight to the extended filament. A significant portion of the correct probability density lies in long stretched filament regions, which are all drastically underweighted (generally by a factor of 5 or more) by the UA distribution.

These results demonstrate that using knowledge about the model attractor can significantly influence the probability distribution of both the initial conditions and the forecasts. Errors resulting from using the UA initial conditions that do not make use of information about the attractor persist throughout the ensemble integration.

4. Finding the local attractor structure

In order to produce the correct ensemble initial conditions, it is necessary to compute the local structure of the attractor. This was done in the previous section using a long integration of the model to find analogs to the noisy observed point. This requires significant amounts of computation, even for an extremely simple model like the one used here. For large models, finding close analogs is practically impossible (Gutzler and Shukla 1984; Van den Dool 1994). In order to produce correct ensemble initial conditions in more realistic models, a less costly method for approximating the local attractor structure is essential.

Several possible alternative methods for finding the local attractor sheet in the simple model will be ex-

Fig. 6. Ratio between UA and correct probability density projections on the y–z plane after 50 steps of integration. Contours are at 1.05, 1.10, 1.20, 1.40, 1.80, 2.60, 4.20, and the reciprocal of these values; nonzero values less than 1.0 are stippled. Bins where only one of the projections is 0 are given artificial values by increasing the number of points in the bin from 0 to 1.

Fig. 7. Probability density projection on the y–z plane after 100 steps of integration for the correct (a) and UA (b) ensembles. Contours are 0.002, 0.004, 0.008, 0.016, 0.032, and 0.064.
Table 1. Mean angle in degrees between singular vectors and vector perpendicular to local attractor plane as computed by analogs. Results are shown for optimization periods preceding and following the control points on the attractor by 1, 5, 10, and 20 steps. Angles are shown for all three of both the left and right eigenvectors.

<table>
<thead>
<tr>
<th>Optimization period</th>
<th>Most stable left</th>
<th>Middle left</th>
<th>Most unstable left</th>
<th>Most stable right</th>
<th>Middle right</th>
<th>Most unstable right</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-step precursor</td>
<td>59.04</td>
<td>64.88</td>
<td>44.62</td>
<td>58.23</td>
<td>65.53</td>
<td>44.58</td>
</tr>
<tr>
<td>5-step precursor</td>
<td>50.43</td>
<td>66.18</td>
<td>54.76</td>
<td>56.44</td>
<td>65.07</td>
<td>47.21</td>
</tr>
<tr>
<td>10-step precursor</td>
<td>41.22</td>
<td>71.64</td>
<td>59.50</td>
<td>36.73</td>
<td>70.57</td>
<td>66.28</td>
</tr>
<tr>
<td>20-step precursor</td>
<td>41.07</td>
<td>69.55</td>
<td>60.59</td>
<td>37.81</td>
<td>69.77</td>
<td>66.53</td>
</tr>
<tr>
<td>1-step postcursor</td>
<td>59.16</td>
<td>64.95</td>
<td>44.40</td>
<td>57.47</td>
<td>65.38</td>
<td>45.74</td>
</tr>
<tr>
<td>5-step postcursor</td>
<td>48.19</td>
<td>68.44</td>
<td>54.11</td>
<td>55.16</td>
<td>65.15</td>
<td>48.72</td>
</tr>
<tr>
<td>10-step postcursor</td>
<td>40.47</td>
<td>73.35</td>
<td>57.95</td>
<td>36.19</td>
<td>66.75</td>
<td>69.53</td>
</tr>
<tr>
<td>20-step postcursor</td>
<td>39.27</td>
<td>63.91</td>
<td>69.09</td>
<td>41.82</td>
<td>65.66</td>
<td>64.85</td>
</tr>
</tbody>
</table>

Amined in this section. Not purely by coincidence, the methods examined here are all related to methods that are used to select ensemble members in real forecast models at operational centers.

A set of 100 independent "test" points on the attractor is used to evaluate algorithms for finding the local attractor sheet in the simple model. For each of these 100 points the local attractor sheet is first computed by locating close "analog" points from an additional long integration of the model. As has already been noted, analog points within a radius of 1.0 (which defines "local" here) are very nearly coplanar. A perpendicular vector to the local analog attractor plane is computed by taking the average of all the cross-product pairs from a set of 10 close analogs.

The alternative algorithms compute a vector that is approximately perpendicular to the local attractor plane. The angle between these approximate vectors and the true (analog computed) vectors is computed for each of the 100 test points and used to evaluate the quality of the approximate algorithms.

a. Singular vectors

The first algorithm examined computes singular vectors (Farrell 1990) of the linear tangent propagator \( L \) of the simple model in the vicinity of the 100 test points (see the appendix for details of the definition and computation of singular vectors). A priori, it seems reasonable to assume that the most rapidly decaying structure, the singular vector with the smallest eigenvalue, might be closely related to the perpendicular to the local attractor sheet. This is a direction that generally decays very rapidly, as points off the attractor collapse onto the attractor. Growing singular vectors should be related to vectors on the attractor sheet. Since the attractor sheet is so nearly two-dimensional, one would not expect to have too much rapid growth projecting out of the plane of the attractor.

For completeness, a large number of singular vector predictors were compared to the true vectors. Singular vectors were computed for 1, 5, 10, and 20 time step optimization periods ending at \( t (t = t_0 + n\Delta t, n = 1, 5, 10, 20) \) and for the optimization period both preceding \( (t_0 = t_p - n\Delta t) \) and following \( (t_0 = t_p) \) the point on the attractor. In each case the singular vectors at both the initial and final times (the right and left eigenvectors, see appendix) were examined as potential predictors. Table 1 summarizes some of the results for the singular vector method. Even in the best cases the singular vectors were not particularly successful at predicting the orientation of the local attractor sheet. It was the singular vector with intermediate growth rate that seemed to be consistently the best predictor of the orientation of the attractor sheet.

b. Normal modes

As several long-running debates in the literature have demonstrated, if one can make an argument for the importance of singular vectors in a dynamical system, a similar argument can often be made for the exponentially growing normal modes of the linear tangent propagator \( L \) (see appendix; this is a more general definition of normal modes than has often been used in the atmospheric science literature). One might expect the most rapidly decaying normal mode to be approximately perpendicular to the local attractor sheet. Since \( L \) is not self-adjoint in the Lorenz model, the normal modes can be complex, and the eigenvectors are not generally orthogonal. Still, a single phase of an eigenvector can be used as a predictor of the local attractor sheet. Eigenvectors of \( L \) were computed for all the

Table 2. Mean angle in degrees between purely real phase of normal mode eigenvectors and the vector perpendicular to local attractor plane as computed by analogs.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most stable</td>
<td>22.65</td>
</tr>
<tr>
<td>Second most unstable</td>
<td>85.63</td>
</tr>
<tr>
<td>Most unstable</td>
<td>86.44</td>
</tr>
</tbody>
</table>
cases outlined in the singular vector discussion above. However, the normal modes for a single time step, \( n = 1 \), with \( r_0 = r_1 \), were clearly superior to all others. The normal modes of this single-step propagator are simply the traditional normal modes of the model linearized around an observed state that have been discussed in many previous works. Table 2 summarizes the results for the 100 test points. The most rapidly decaying mode has a mean angle of approximately 22\(^\circ\) to the analog vector, while the two other modes have angles of approximately 86\(^\circ\), indicating that they lie very nearly on the local attractor plane. The normal modes are clearly superior to singular vectors for the purpose of approximating the local attractor plane orientation in this model. Nevertheless, for some of the test points the normal mode method fails dismally. For instance, there are two cases for which the normal mode angle is between 50\(^\circ\) and 60\(^\circ\) for the most unstable mode. These failed cases seem to occur in regions where two separate attractor sheets are merging together.

A possible explanation for the superiority of the normal modes to the singular vectors as predictors of the local attractor structure follows. Suppose a point \( P_0 \) lies near the fringe of the local quasi-two-dimensional attractor sheet. A perpendicular vector, \( X_0 \), can be constructed from the nearest point, \( Q_0 \), on the attractor plane (i.e., some local best fit plane at all points on the attractor) to \( P_0 \). If \( X_0 \) projects heavily on a growing normal mode, then one would expect the point \( P_0 \) to be pushed farther away from the plane after an additional time step. After one time step, \( P_0 \) and \( Q_0 \) evolve into \( P_1 \) and \( Q_1 \), with the vector \( X_0 \) from \( Q_1 \) to \( P_1 \) being parallel to and longer than \( X_0 \). Since the normal mode vectors and the attractor plane orientation are relatively invariant over a few time steps, \( X_0 \) would be nearly perpendicular to the local attractor plane and would also tend to have a large projection on the growing mode; \( P_0 \) would be pushed even farther from the plane after the next time step. Such a situation is not consistent with the fact that the attractor stays very nearly two-dimensional locally.

The same argument cannot necessarily be made for singular vectors because of their nonmodal nature. Suppose that \( P_0, Q_0, \) and \( X_0 \) are defined as above. Suppose also that \( X_0 \) projects heavily on a growing singular vector (i.e., the most rapidly growing right eigenvector of \( L^*L \)) with an optimization period of \( n \) time steps. After \( n \) additional time steps, \( P_0 \) and \( Q_0 \) evolve into \( P_1 \) and \( Q_1 \), and the distance between \( P_0 \) and \( Q_1 \) is greater than the distance between \( P_0 \) and \( Q_0 \). However, because the singular vectors are nonmodal, the vector from \( Q_1 \) to \( P_1 \) may not be close to perpendicular to the local attractor plane; it could even lie nearly on the attractor plane. The perpendicular vector, \( X_P \), from \( P_1 \) to the attractor plane could be shorter than \( X_0 \), indicating that the point is being pulled back toward the local attractor sheet. Behavior like this would not be inconsistent with the nearly two-dimensional nature of the attractor. A similar argument can be made for most rapidly growing left eigenvectors of \( L^*L \). Therefore, one expects that unstable normal modes must generally lie very nearly on the attractor plane, while growing singular vectors are not necessarily so constrained.

c. Perturbed integrations

In the perturbed integration method, the points that preceded each of the 100 test points in the nonlinear model integration by a certain number of steps, \( n \), are located. Two additional randomly perturbed points close to each precursor point are constructed and integrated forward \( n \) steps to reach the time of the original test point. The vectors between the two perturbed points and the corresponding point in the original integration are orthogonalized and normalized to the original perturbation magnitude after each step (Fig. 8 demonstrates the procedure for \( n = 3 \)). In the limit of small perturbation size, these vectors should converge to the two largest local Lyapunov vectors (Buizza and Palmer 1994). In general, given a large enough \( n \), one might expect these vectors to lie on the local attractor sheet. However, it is also conceivable that such points might not converge if they were frequently affected by bifurcations of the attractor sheet.

The perturbed integration method was tried for precursor integrations of length \( n = 1, 5, 10, 20, 50 \), and 99 time steps. A number of normalization magnitudes were investigated, but the results were insensitive to this for magnitudes less than 1.0 and greater than 0.0001. The upper limit is apparently due to the fact that the attractor sheets begin to demonstrate significant curvature on these scales. The lower limit is determined by the local thickness of the attractor sheets. Results for the case with normalization amplitude 0.01 are

![Fig. 8. Schematic diagram showing the perturbed integration method for generating an approximation to the local attractor sheet. The control integration is represented by the solid curve, and a pair of perturbed integrations by the dash-dotted curves. The dashed vertical lines represent the orthonormalization of the perturbations, which takes place after each time step. The two vectors projecting from the observed point at the end of the control integration should project heavily on the local attractor sheet.](image-url)
Table 3. Mean angle between the cross product of two perturbed integration vectors and the vector perpendicular to local attractor plane as computed by analogs. Results are shown for perturbed integrations started at 1, 5, 10, 20, 50, and 99 steps previous to the control points. For these results the perturbation vectors were normalized to a magnitude of 0.01 after each step.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54.91</td>
</tr>
<tr>
<td>5</td>
<td>40.34</td>
</tr>
<tr>
<td>10</td>
<td>28.36</td>
</tr>
<tr>
<td>20</td>
<td>14.50</td>
</tr>
<tr>
<td>50</td>
<td>0.53</td>
</tr>
<tr>
<td>99</td>
<td>0.30</td>
</tr>
</tbody>
</table>

shown in Table 3. The approximation becomes increasingly accurate for longer precursor times, with mean angles between the true analog plane vector and the cross product of the two perturbation integration vectors being less than 1° for 50 and 99 steps. There are no significant outliers in these distributions, so it appears that this algorithm is robust throughout the attractor.

The results of this section have demonstrated that, given a point on the simple model’s attractor, relatively inexpensive algorithms for finding the local structure of the attractor can be constructed. The normal mode approximation was fairly good and superior to the singular vector method, although it did break down in some regions of the attractor. The perturbed integration method is considerably more expensive than the normal mode method for low-order models like this. However, it produces better and more consistent results.

5. Ensemble forecasts without analogs

The previous section has demonstrated that, in this simple model, finding the orientation of the local attractor sheet is relatively simple given a point on the attractor. However, it may not be easy to find a point on the attractor given a point near the attractor. Recall that in section 3, the noisy observed points were constrained to lie on the attractor. This constraint is artificial even by the standards of the simple perfect model experiments being studied here.

At this point, the requirement that the noisy observation lie on the model attractor will be eliminated. Figure 9 displays a schematic of two additional ensemble distributions that will be studied. The unconstrained ensemble has the same three-dimensional multinormal distribution as the UA ensemble of section 3, except that its mean is not constrained to be on the attractor. The second new initial condition distribution is the constrained ensemble (Fig. 9). The relation between the unconstrained and the constrained ensembles is similar to that between the UA and correct ensembles in section 3 (Fig. 2). The constrained ensemble is the conditional distribution of the unconstrained distribution to a local “pseudoattractor” plane. This pseudoattractor plane is defined by applying the methods of the previous section to the noisy observed point that is not on the attractor plane. These algorithms will now find a plane in phase space passing through the noisy observation, but this plane is no longer a close approximation of the local attractor sheet. Nevertheless, as the discussion below will demonstrate, this pseudoattractor plane is likely to be approximately parallel to any nearby attractor sheet.

The correct distribution corresponding to the two new approximate distributions is identical to that studied in section 3 except that its mean is the point on the attractor that is nearest to the noisy observation (this statement is not necessarily true for observational error distributions that are not normal or in the vicinity of branching attractor sheets).

A large number of ensemble integrations were made for both constrained and unconstrained initial conditions for noisy observed points throughout the model attractor. When unconstrained forecasts are made for noisy observed points that are close (within distance 1.0) to the model attractor, the initial three-dimensional distribution collapses within approximately 50 time steps to a quasi-two-dimensional distribution. At the same time, the entire distribution gradually moves toward the nearby attractor sheet. If the noisy observed

Fig. 9. Idealized representation of the initial condition distribution for the unconstrained, constrained, and correct initial condition distributions. The unconstrained distribution is represented by the sphere centered on the noisy observation, while the constrained is the circle confined to the pseudoattractor plane. The correct distribution is on the attractor sheet, which is approximately parallel to the pseudoattractor plane, and is centered about the point on that plane closest to the noisy observation.
point is far from the nearest attractor sheet, the threedimensional cloud of points still collapses to a quasitwo-dimensional distribution in about 50 steps, but it may take much longer for this distribution to move onto an attractor sheet. The behavior of the constrained distributions is analogous; for noisy observations close to the attractor, the distribution remains quasi-two-dimensional and slowly moves toward the nearest attractor sheet. The constrained distribution might be expected to produce a good simulation of the evolution of the correct distribution since the dynamical behavior of perturbations in directions perpendicular to the local attractor planes is dominated by a decay toward the plane. This hypothesis was supported by tests on a large number of noisy observed points.

In order to demonstrate the behavior of the unconstrained and constrained ensembles, the noisy observed point of the examples in section 3 is shifted by a phase space distance of 0.5 in a direction perpendicular to the attractor plane. The noisy observed point in this revised example is \( x = 14.38, y = 12.76, z = 37.74 \). The correct distribution corresponding to this noisy observation is identical to that discussed in section 3. Both the unconstrained and constrained ensembles for this noisy observed point are sampled using 100 000 ensemble members.

Forecasts produced from the unconstrained distribution are somewhat less similar to the correct forecast distributions than were those produced by the UA ensemble in section 3. Figure 10a shows the difference in the \( x-y \) plane projection of the probability density for 50 step forecasts between the unconstrained and correct ensembles and can be compared to Fig. 5.

Figure 10b shows the same difference but for the constrained ensemble and the correct ensemble. The differences are less than those found for the UA ensemble. The superior performance of the constrained ensemble continues into the nonlinear regime. Figure 11
shows the constrained ensemble distribution after 100 time steps corresponding to the UA and correct distributions in Fig. 7. The constrained distribution is very close to the correct and better approximates the probability of less likely events than either the UA or unconstrained ensembles. The unconstrained distribution (not shown) is more similar to the UA distribution and underweights the less likely events. This demonstrates that, at least in this particular simple model, using some information about the nearby attractor structure can produce better ensemble forecasts, even if the exact location of the nearby attractor remains unknown.

A brief discussion of how the constrained ensemble members were generated is appropriate. The Lorenz model was integrated backward 30 steps to find a precursor of the noisy observed point. For precursors of less than about 50 steps, the model can be integrated backward using the two-step method of the forward model applied to the negative of the local time tendency; even older precursors can be found successfully by explicitly inverting the two-step time-stepping method used in the forward model. Once the 30-step precursor point was found, the perturbed integration method of section 4 was used to find a local plane. Ensemble members were then selected from a bimodal distribution on this plane. This adds an additional inaccuracy to the constrained distribution. Analog points on the quasi-two-dimensional model attractor are not exactly uniformly distributed locally. The correct distribution constructed in section 3 sampled this nonuniform structure by selecting the local distribution from a large set of analogs. The nonuniform behavior is reflected in the fact that the correct distribution of Fig. 3a is not a perfect ellipse; instead, the area of highest density is offset from the center of the distribution. The constrained initial condition distribution assumes local uniformity, and so the initial condition distribution contours (not shown) are circles. The similarity between the forecast distributions demonstrates that the departure from uniformity of the analogs is a minor effect in this case.

The results of the last three sections can now be combined in a method for ensemble forecasting (in this simple perfect model) that does not utilize analogs. Assume that one is given a noisy observation of the perfect model and a probability distribution for the observational error. Given a noisy observed point, the methods of section 4 can be used to compute the local plane that is approximately parallel to nearby attractor sheets. Next, given the distribution of the observational error, find the conditional distribution when restricted to the local plane. This distribution can then be sampled with an ensemble of whatever size is affordable. The ensemble members are then integrated to produce a sample of the forecast probability distribution.

This method could be combined with more sophisticated data assimilation techniques, for instance adjoint methods for four-dimensional assimilation (Derber 1989). This would allow one to find a better approximation to the exact observation than is given by a single noisy observation. However, it would also change the probability distribution of the error in the initial condition.

6. Implications for more complicated models

The differences between the constrained and unconstrained ensemble integrations demonstrated in the previous sections are somewhat subtle, but such differences might be much larger in higher-order models. In the Lorenz model the difference in dimension between the full three-dimensional phase space and the local attractor is only 1 (this statement is not entirely rigorous since the local attractor is technically only quasi-two-dimensional). However, in larger models the difference in dimension could be much larger. The degree to which the unconstrained initial conditions overweight the center of the distribution when projected onto the attractor is approximately proportional to $\sigma^2$, where $\sigma$ is a constant greater than 1 and $n$ is the difference in dimension. (This relation comes from projecting the mass of an $m + n$ dimensional hypersphere of uniform mass onto an $m$ dimensional manifold and comparing the difference in weights between the projection on the center and the edge of the manifold.) This relation suggests that the benefits of using the constrained ensemble initial conditions could be much greater in higher-order models. In addition, the dimension of the distribution that must be sampled by the ensemble is reduced when using the constrained initial conditions. In real models, where each integration can be costly, any method for reducing integrations that do not accurately sample the initial condition distribution could be of value.

There remain a number of technical difficulties with extending the methods of this report to more realistic models. One problem is that the local attractor structure of more complicated models is unknown (Lorenz 1987). Furthermore, it is too expensive to determine the attractor structure by the analog method presented here. The alternative algorithms presented for the Lorenz model in section 4 are implicitly dependent on the fact that the attractor is locally nearly two-dimensional. Without knowing some details about the local attractor structure, for instance the local dimension of the attractor, it becomes difficult to apply these algorithms to find ensemble initial conditions that lie on the attractor or on a surface parallel to the attractor.

An additional problem involves the expense of the algorithms of section 4 when they are applied to models with many degrees of freedom. Even if information about the local attractor structure is known, it may be too expensive to apply algorithms to approximate the local attractor. For instance, algorithms for computing normal modes or singular vectors cannot be applied to models as large as current operational NWP models.
Operational centers that generate ensembles using these modes generally use heuristic simplifications or compute the normal modes for models that are much simpler than the full forecast models (Mureau et al. 1993). Although application of the perturbed integration method could be considerably less expensive for large models, it is not entirely clear at this point how this algorithm can be extended to more complicated models. The perturbed integration method as developed here requires a precursor point of the observations; it is not clear that practical algorithms exist for finding precursors in large models.

Despite these difficulties, research into finding good initial ensemble members may still be productive. Because operational centers are, at least for the present, compelled to run forecast models at close to the highest resolution technologically possible, it seems unlikely that any center will run very large ensembles in the foreseeable future. The selection of good initial ensemble members becomes even more essential when a very small sample is being used to approximate the evolution of an observational distribution. It is quite possible that information from even a limited heuristic approximation to the types of algorithms presented in section 5 could be valuable in this context. In fact, the operational centers have already implicitly accepted this assumption by using heuristic algorithms to select initial ensemble members. Methods making use of the most rapidly growing normal modes and singular vectors to select ensemble initial conditions have been investigated at the European Center for Medium-Range Weather Forecasts (Mureau et al. 1993). The perturbed integration method for approximating the local attractor sheet is somewhat similar to the breeding cycle used operationally for ensemble selection at the National Meteorological Center (NMC) (Toth and Kalnay 1993; Kalnay and Toth 1994).

Although it is not immediately clear how to extend algorithms for finding the model attractor, at least a few suggestions can be made. First, if one is given a point on the attractor of a large model, it may be possible to discover something about the local structure of the attractor. If the attractor is not dense in the phase space, but instead has a reduced dimension of some sort (Houtekamer 1991), an extension of the perturbed integration method may be able to produce information about the attractor structure. One could integrate a large set of perturbations around a precursor state and orthonormalize these at each step. As the perturbed integration time increases, these perturbations should become increasingly rich in their projection on the local attractor. It should also be possible to find an approximation to the local dimension of the attractor by determining how many independent vectors are needed to form a basis for a significant portion of the subspace spanned by these perturbation vectors. Similar algorithms can be formulated for linear problems (Anderson 1991), and it is not immediately clear that this method would not be successful. If one could find the local attractor structure given a point on the attractor, then one also might be able to approximate the nearby attractor structure given a point near the attractor (a noisy observation) using the perturbed integration method. The existence of bifurcations and related complexities are still an unresolved problem for these approaches. Small additional complexities resulting from bifurcations were also ignored in sections 3–5 to simplify the presentation.

In order to investigate some of these possibilities, additional research with models of intermediate complexity is needed. Given current computational resources, it might be possible to repeat the experiments presented here in some slightly less simplified model such as the 28-variable model of Lorenz (1965). Such a model allows for much more variety in the local structure of the attractor and might be small enough that some information from analogs could be used. If the methods proved successful in this context, they could then be extended to more realistic models. Evaluating the methods in a more realistic context would be difficult since information about the local attractor structure from analogs would no longer be accessible.

Finally, all discussions to date have focused on perfect model experiments. Unfortunately, one is limited to a single realization of a perfect model experiment with the real atmosphere because no close analogs are ever likely occur (Van den Dool 1994). Algorithms for ensemble selection must be able to deal with both observational error [Kalnay and Toth (1994) addressed this directly with the breeding method] and a model attractor that is not the same as the attractor of the system being modeled (the real world). The easiest way to extend methods like those discussed is to view the combined observational/assimilation/forecast model system as a single stochastic dynamical system. In this case, an algorithm similar to the perturbed integration method might make use of "parallel" assimilation cycles in order to estimate the structure of the attractor in the real forecast model. Such a method would be somewhat similar to the NMC's "breeding" method, which makes use of a single assimilation.

7. Conclusions

Methods for selecting initial conditions for ensemble forecasts in a simple perfect model context have been presented. It has been demonstrated that using only information about the distribution of "observational" error in the perfect model when selecting ensemble members can result in an incorrect representation of both the initial condition probability distribution and the probability distribution of the forecasts. The correct initial and forecast distributions can be obtained only if information about the attractor structure (climate) of the perfect model is utilized. In the simple model used here the correct initial distribution is a quasi-two-dimension...
dimensional structure, while the distribution based only on the observational error is a fully three-dimensional structure. Ensemble forecasts based solely on the observational error distribution overestimate the probability of points in phase space that are close to the observed point while more remote points are insufficiently weighted. This problem might be exacerbated in more complex models, although this has not been demonstrated.

Initially, the local attractor structure was found by using extremely long integrations of the forecast model and selecting close analog points to a noisy observation. This method is far too costly to apply to all but the simplest models. Therefore, a number of heuristic algorithms for finding the local attractor structure were presented. Three basic classes of algorithms, normal modes, singular vectors, and perturbed integrations, were investigated. These three methods are closely related to heuristic methods that have been used for ensemble initial condition selection in realistic forecast models. While the singular vector method gave some information about the local attractor structure, it was inferior to the normal mode method, which was in turn inferior to the perturbed integration method.

These three algorithms were first developed in a setting in which the observed point was known to be on the model attractor. This highly artificial condition was later removed without significantly affecting the results of the ensemble integrations.

Extending the results of this study to more realistic models will not be simple. It is not feasible to explicitly compute the local attractor structure in any significantly more complicated model, so it will become much more difficult to validate the algorithms presented. In addition, some a priori knowledge about the local attractor structure was exploited in the methods presented here; such information is not readily available in more realistic models. Despite these difficulties, there seems to be some hope that an extension of the perturbed integration method will be able to provide information about the local attractor structure in much more complicated models. This information in turn could be used to produce ensemble initial conditions that are good samples of the correct initial condition probability distribution and which may provide better operational ensemble forecasts.
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APPENDIX A

Singular Vectors and Normal Modes

Singular vectors (Buizza and Palmer 1994) are defined as the eigenvectors of $A = L^*L$, where $L = L(t, t_0)$ is the linear tangent propagator or resolvent (Talagrand and Courtier 1987) for the simple model and the asterisk represents the adjoint operator. The linear operator $L$ gives the evolution of a small perturbation to the model state at time $t_0$ after it has been integrated to time $t$. The left eigenvector of $A$ with the largest eigenvalue represents the final condition that demonstrates the largest growth from time $t$ to $t_0$; the right eigenvector is the initial perturbation that results in the left eigenvector. The $L^2$ norm in phase space has been used implicitly as a distance metric in this definition. The normal modes discussed in this paper are the eigenvectors of the resolvent $L$ itself. For a single time step optimization period, these are equivalent to the eigenvectors of the linear tangent operator of the model.
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