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A numerical model of the world ocean is developed to investigate the role of the ocean in the earth’s
heat balance. Climatological wind stress, temperature, and salinity are imposed as upper boundary
conditions. An equilibrium solution is obtained based on an extended numerical integration over the
equivalent of 1000 years. Seasonal variations are included. A series of numerical integrations over shorter
periods indicate that quantitative aspects, such as the scale depth of the thermocline, are very sensitive to
the closure parameterization representing the effect of unresolved scales of motion. The mean depth of the
thermocline is found to be in proportion to the global available potential energy. Larger wind driving
increases the scale depth of the thermocline, while larger lateral friction or diffusion leads to a shallower
thermocline. The model predicts three major meridional cells in the upper thermocline in each hemi-
sphere, corresponding to the three meridional cells of the atmosphere. The tropical and mid-latitude cells
are largely wind driven. Thermohaline effects are dominant in the polar meridional cells. Seasonal
changes in winds have a profound effect on the meridional circulation in the tropics and cause a flux of
surface water from the summer to the winter hemisphere. It is suggested that this mechanism is an

important factor in moderating climate by transferring excess heat from the summer hemisphere into the

winter hemisphere.

1. INTRODUCTION

The ocean’s role in the global heat balance and climate is
universally recognized, but as yet little is known of the details
of the transfer of heat by the world ocean. On time scales much
longer than | year the entire global ocean circulation must be
considered. This view is quite unfamiliar to many modern
physical oceanographers but is quite in keeping with classical
oceanography. The description and classification of large-scale
water masses was the major activity of oceanography in its
earlier phases. Geochemistry has provided new data over the
last few decades, which have added important quantitative
detail to earlier studies. Radioactive tracers have provided
estimates of the average turnover time of deep water, for
example. The study of water masses is closely related to cli-
mate through the global balance of heat and moisture. Quan-
titative models are needed to bring together the many indirect
lines of evidence available to us in the field data.

The present study has been briefly described by Bryan [1979]
in a volume that is concerned with a whole hierarchy of models
that are being developed to study the ocean circulation. These
formulations range from very simple tracer models intended to
study the geochemistry of the deep sea (see Veronis [1977] for a
review) to very detailed, eddy-resolving models of the ocean
circulation (see Holland [1977] for a review). Some very inter-
esting two-layer world ocean models have been developed by
Andreyev et al. [1976] and by Veronis [1973, 1976). The present
model is being developed to be used in climate studies with a
numerical model of the atmospheric circulation. To meet the
requirements for studying the global heat balance, however,
some compromise must be made in the horizontal resolution.
The effect of mesoscale motions must be taken into account
implicitly by approximate closure schemes. The formulation of
closure schemes to represent the effects of mesoscale eddies
and smaller-scale turbulence in the ocean based on the exami-
nation of field data and eddy-resolving models is an active area
of research. Unfortunately, only preliminary results are avail-
able, so at present we must be satisfied with somewhat ad hoc
schemes which really cannot be justified on the basis of field
evidence. The alternative of an explicit eddy-resolving model
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of the world ocean is not really available to us. A rough esti-
mate indicates that such a model would require 3 orders of
magnitude more computer time than is being used in the
present study.

The present model is similar in many respects to that used in
the combined ocean-atmosphere model by Manabe et al.
[1975) and Bryan et al. [1975]. In those studies the climate
equilibrium corresponding to a solar insolation without sea-
sonal effects was determined by solving an initial value prob-
lem. From the solutions it was somewhat difficult to evaluate
the effectiveness of the ocean model, since the boundary condi-
tions that evolved at the ocean surface were quite different
from those actually observed. The purpose of the present study
is to examine the properties of the ocean model in isolation by
driving the model with known climatological boundary condi-
tions at the upper surface. In this way a fair comparison of the
solutions can be made with respect to subsurface data on water
mass properties and deep western boundary currents. The first
part of this study is the analysis of a series of numerical
experiments in which the closure parameters are systematically
varied. The sensitivity of the system is measured by overall
energy integrals. The second part is a detailed analysis of the
mechanisms of poleward heat transport in the model.

2. EQUATIONS OF THE MODEL

Let u(}, 6, z, 1) be a vector representing the independent
variables of the model, such as velocity, temperature, and
salinity. It is always possible to divide u into two components,
u = @ + u’, where @ represents the most probable state of the
ocean fcr a given set of boundary and initial conditions and u’
is the deviation from @. The equations of the model are written
as predictive equations for @, and the effects of u' are in-
troduced through closure approximations.

For large-scale motions in the ocean it is appropriate to
simplify the equations of motion by introducing the hydro-
static approximation and the Boussinesq approximation. Let v
be a horizontal velocity vector and w the vertical component.
If V is the horizontal gradient operator,

OvV+ Vv'Vv+ wi,v+ (2Q + X)singk X v =
—pe~'Vp+ Ayyd.0.v + F (1)

pPg = "'azp (2)
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TABLE 1. Resolution, Diffusivity, and Viscosity Coefficients for Experiments 1-X1I1

AHH'
(As, Ap), (ns,ns), x10
Experiment  AX, A¢, rad X 10° ms™' X10~*m?s! m?s-! Remarks

I 2x/64,7/38 (2.5,0.5) 0.3, 1.3) 8 annual boundary condition
1 2r/64,7/38 (2.5,0.5) (0.3, 1.3) 8 seasonal boundary condition
11 2x/128,%/76 (1.0,0.5) 0.3, 1.3) 1 high resolution
v 2x/64,%/38 (2.5,0.5) 0.3, 1.3) 4 low A yy
\% 2r/64, 7/38 (2.5,0.5) (0.3, 1.3) 16 high A yu
VII 2x/64,7/38 (1.0,0.5) 0.3, L.3) 8 lowA 4y
VIII 2x/64,%/38 0.5,0.5) . (0.3, 1.3) 8 low A yy
X 2x/64,%/38 (2.5,0.5) (0.3, 1.3) 8 high wind
Xl 2r/64,7/38 (2.5,0.5) 0.3, 1.3) 8 low wind
X1l 2x/64, /38 (2.5,0.5) 0.3, 1.3) 8 high A yv
X1 2x/64,7/38 (2.5,0.5) (0.1, 1.3) 8 low A 4y

Parameters ns and 7, are the values of 4,y near the surface and below the thermocline, respectively.
As and A are the corresponding surface and deep values of A .

Equations (1) and (2) are the equation of horizontal motion
and the hydrostatic approximation, respectively. Horizontal
bars over all variables are assumed. A4,y represents the coeffi-
cient of vertical viscosity, and F is a body force representing
smaller-scale exchange in the horizontal plane. A complete list
of symbols is given in the notation list.

Schemes for approximating the effects of synoptic scale
eddies on the ocean circulation have been proposed by Green
[1970] and Welander [1973], based on the idea that potential
vorticity is approximately conserved. As pointed out in the
introduction, these ideas have not been completely worked out
and tested in the field or laboratory, so it seems more appro-
priate for a global ocean model that is to be used in climate
studies to use simpler, conventional closure schemes. More
elaborate closure schemes for momentum transfer can be in-
troduced at a later stage. Simple mixing of momentum on a

sphere gives
axDJ (3)

_ _ 2tan ¢ :I
F=Ayy [V’v + (1 — tan’¢ )v*/a® + os 6a° o a\u 4)

-

2tan ¢
cos ¢pa’

I:A = AMH I:V’u + (l - tan’d;)u/a’ -

The equation of continuity and the equation of state are
d.w+ Vev=0 5)
p =p,S,p) (6)

Density is a complicated function of potential temperature,
salinity, and pressure. Polynomial expressions are fitted at

Bottom Topography

Fig. 1. Bathymetry of the high-resolution version of the model
based on data of Smith et al. [1966]. Depth is given in kilometers.

standard depths in the model. Details are given by Bryan and
Cox [1972).

The conservation equations for potential temperature 6 and
salt S are

9,(0,S) + v-V(0,S) + wd,0,S) = 9,[Auva.(0, S))
+ AuuV3(0, S) )

Vertical mixing is a function of stability. For 9,0 < 0 (the
stable case), Ay is taken to be a simple function of the vertical
coordinate. In the unstable case it becomes infinite, and tem-
perature and salinity are completely mixed over the unstable
parts of the water column. Numerical details are given in the
appendix. In addition, the effects of wind stirring on the upper
part of the water column are included in the model. At each
time step the change in potential energy due to wind stirring is
calculated. If the change of potential energy implies a deeper
mixed layer, a certain fraction of the layer containing the
bottom of the calculated mixed layer is mixed with the surface
layers above. In the limit of high vertical resolution the
method coincides exactly with that of Kraus and Turner [1967).

The model makes use of simple linear closure schemes, with
the exception of vertical diffusion which is a function of verti-
cal stability. A motivation for experiments 1V-X, listed in
Table 1, is to identify those aspects of the closure scheme
which have the greatest impact on the final solutions. These
tests will provide a set of priorities for improving the closure
scheme at a later stage.

The horizontal and vertical viscosity coefficients 4y and
Auv are taken to be constant along the A, ¢, and z coordinates.
Vertical viscosity for most of the experiments is taken to be
10-% m?/s. In experiment XII it is increased to 10-! m?/s. The
level of horizontal viscosity is determined by the mesh size, as
shown by Bryan et al. [1975]. Observations of float tracks
measured during the Mid-Ocean Dynamics Experiment
[Rhines, 1977] and local eddy numerical simulations [Orlanski
and Cox, 1973; Bretherton and Karweit, 1975] both indicate
that mesoscale motions have an effective horizontal diffusivity
of approximately 10° m? s~! in the upper ocean, with some-
what lower values at depth. These data fits to a linear closure
scheme do not tell us whether the linear scheme is superior to
other possible schemes, but they do indicate what an appropri-
ate linear coefficient should be.

In our model, Ay is taken to be a simple function of the
vertical coordinate:

Aun(2) = Ap + (As — Ay)e >0 )
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TABLE 2. Relaxation Constant for Surface Boundary Conditions
and Duration of Each Experiment

Experiment u-',days Duration, yr Remarks

| 30 520 annual boundary condition
1 20 510 seasonal boundary condition
Il 20 50 high resolution

v 20 27 low A un

VIl 20 100 low A yy

VI 20 88 low A yu

X 20 60 high wind

X1 20 125 low wind

X1 20 125 high 4 uv

The scale depth is 500 m. The different levels of As and 45
used in the numerical experiments are shown in Table I.
Recent measurements by Gregg [1977] show that vertical mix-
ing is lowest within the thermocline and increases below the
thermocline. Therefore A,y is assigned just the opposite verti-
cal dependence as Ay, namely,

Anv(z) = 104{0.8 + (1.05/7) tan~* [4.5 X 10-*(z — 2500)}}
®

With the exception of experiment XIII the upper ocean is
assigned the value Ayy = 0.3 X 10~* m* s~!, within the range
of values found in a tritium study by Rooth and Ostlund [1972).
In the deep ocean the vertical mixing is assigned a value 4 4v(2)
= 1.3 X 10-* m? s7!, based on profile estimates by Munk
[1966).

The high-resolution version of the bottom topography is
shown in Figure 1. The topography has been taken from a
compilation by Smith et al. [1966]. It turns out that details of
the bottom topography are quite important for the pattern of
deep circulation and for the total transport in the Antarctic
Circumpolar Current (ACC). Unfortunately, any large-scale
representation is bound to eliminate some features, such as
narrow cuts through ridges. Ultimately, studies modeling bot-
tom flow will require much more detailed compilations of the
bottom topography than are presently available.

At the bottom,

2,0,5)=0 o,v=0 w=0, at z=-H (10)
At the side walls,
2,0,8)=0, v=0 at x=1T (1

where 8,( ) is the derivative normal to the boundary and I' is
the lateral position of the boundary at any level. At the upper
boundary the vertical flux of heat, salinity, and momentum are
specified in the following way:

Anvdf = u(0* —0)
Anvd.S = u(S* - S)

(12)

and

Ayvd. v = <* at z=0
(13)

w=0 at z=10

6*, S*, and <* are specified both as functions of position and
time of the year; u is an inverse time scale, specified in Table 2.
The boundary condition (12) requires 8 in the surface layer to
follow the seasonal variations of 6*, but it does not tie 6 to 6*
rigidly. Salinity is handled in the same way. Only the annual

mean and first harmonic of the seasonal variation are included
in the boundary values, since higher harmonics are difficult to
define from available data. The phase of the seasonal variation
of 8%, S*, and <* is also taken to be uniform over the whole
globe; 6* and S* are taken from a numerical atlas of hydro-
graphic data by Levitus and Oort [1977]. The surface temper-
ature and salinity values are interpolated from all available
bathythermograph and hydrographic data taken up to 1974,
Parameter <* is taken from Hellerman [1967).

Charts of the annual mean values of <*, 8*, and S* are
shown in Figure 2. The numerical method is that given by
Bryan [1969], with modifications as outlined in the appendix
made to provide a more rapid convergence of the model to an
equilibrium with surface boundary conditions.

It should be noted that in the real ocean the flux of salt
through the ocean surface is negligible. The surface salt flux is
merely an artifice to simulate the effects of evaporation and
precipitation in a model of fixed volume.

3. STRATEGY OF THE NUMERICAL EXPERIMENTS

A series of initial value problems have been solved to deter-
mine the equilibrium solutions of the model for the various
boundary conditions and to learn how sensitive that equilib-
rium is to changes in the basic parameters of the model.

ANNUAL MEAN

e P ————]
i =~ S N ==
B e B N — S
A T 11 /==~ S
—
1P
(o) Wind Stress

<
7z
g 2 v

(c) Salinity

Fig. 2. Annual mean of the boundary conditions imposed at the
ocean surface: (@) wind stress from Hellerman [1967), (b) surface
temperature, and (c) surface salinity from data by Levitus and Oort
[1977).
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Fig. 3. Schematic diagram qf the numerical experiments. Experiment 11 is based on initial conditions from experiment |.
Experiments 111-XI11 are based on initial conditions from experiment II.

Starting with a uniform temperature and salinity for the entire
volume of the ocean, boundary conditions without seasonal
variations were imposed. This is designated experiment I. The
final solution of experiment I is used as the initial conditions
for experiment II, in which seasonal variations of surface
conditions were imposed. The sequence is shown schematically
in Figure 3. The final solution of experiment Il is considered a
standard case. It formed the initial condition for a whole series
of shorter experiments. These experiments were not run out
long enough to achieve a steady state, but a careful analysis of
the rate of departure of important features, such as overall

thermocline depth, showed the relative importance of the dif-
ferent elements of the closure scheme in the model. Parameter
values are shown in Tables 1 and 2.

A picture of the approach to equilibrium in experiments I,
11, and 11 is given in Figure 4. The global average temperature
at each level is shown as a function of time; the time scale is
appropriate for the upper ocean. At greater depths the time
scale was stretched by using a smaller local heat capacity. The
details of the method are given in the appendix. Note that
equilibrium was achieved quickly near the surface and very
slowly at great depth. Experiment I was characterized by a

300
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Fig.4. Globally averaged temperature as a function of time. Note that the temperature near the surface quickly reaches
equilibrium with the surface boundary conditions. At points A, B, and the beginning of the seasonal experiment, the mini-
mum value of y(z) in Table Al is increased by factors of 2. At point C the surface time constant in Table 2 is reduced to

20 days.
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relatively deep thermocline. The thermocline became much
shallower in experiment Il owing to the large production of
cold bottom water in the polar regions.

4. ENERGY RELATIONSHIPS

Many cause and effect relationships in a complicated non-
linear system can be understood in terms of energy. An energy
analysis turns out to be the best way in which to interpret the
effect of varying the closure parameters of the world ocean
model. Holland [1975) summarizes the energetics of a variety
of different numerical models, and his review is an excellent
starting point for a discussion of the energy of the general
circulation of the ocean.

At the outset it is necessary to derive a few important
relationships. If we take a scalar product of p,v with the
momentum equation (1),

pod:Vi/2 = =V[v(poV?/2 + p)] — 8.[w(pov*/2 + P)l — gow
+ poVF + 0.(poV: Amvd:V) — poAuv(8.v) (14)

Taking a global average over the entire volume of the world
ocean defines an operator,

_ |
(r= volume f.[f (v (s
Applying (15) to (14), we obtain
2. K = —(gpw) + ff V pota® cos ¢ do d\
= PoAMu(VV) + ) = (Ayuvpo(9.V)?) (16)

where K = (pov?/2). The change in kinetic energy on the left
side of (16) is balanced on the right side by the work done by
buoyancy forces, the work done by wind stress, and two dis-
sipative terms. The two negative definite dissipative terms are
associated with lateral and vertical friction.

In considering the role of potential energy we depart slightly
from Holland’s [1975] approach and use the linearized form of
available potential energy defined by Lorenz [1955]. This form
has the advantage that the balance of available potential en-
ergy is closely parallel to that of kinetic energy. The linearized
form of available potential energy (APE) is defined as

APE = (—gp'?/2d.,p) 17

In the sensitivity experiments (111-X111) we are concerned with
rather small departures from near-equilibrium conditions at
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the end of experiment II. Therefore we can define the area
mean stratification 9,6 in (17) on the basis of experiment 11
without making a large error.

To derive a balance equation for APE, we assume that
density obeys the same equation as 8 and S in our model:

9p + VVp + wd.p = AuuV + 0.(Anva.p)  (18)

If an overbar defines the area mean, and a prime the departure
from the area mean,

(P- v, w, AHV) = (p-v v! W! A-HV) + (p'v v’y W", AHV') (]9)

Departures of A4y from a horizontal average are due to con-
vective mixing where the stratification is unstable. Substituting
(19) in (18) and subtracting the horizontal average, we obtain
an equation for d,p’. Multiplying this equation by p’' and
taking the area mean of the result, ’

2w"/2 = ~Wp' 5 — Anu(Vp'
~ Au(@:0'V ~ Au 00" 8:p
= :AAuy p' 0.0t P'Anv' 3.5]
+ (higher-order terms)

(20)

The higher-order terms omitted in (20) involve triple correla-
tions between deviations from horizontal means. Multiplying
(20) by —g/ 2.p and applying the global average operator (15),

(—gdip'/208.p) = (gow) +f (0'B*/8.p)a’® cos ¢ dp d\

+ @Aun(Vo' Y/ 2:6) + @Auv(8:0")/ 2.6)
+(@Auve' 0:p" + gANV'P' :6)0.0:6)/(8:0))
e2))

where B* represents the surface buoyancy flux. The terms on the
right side of (21) can be compared term by term with the right
side of the kinetic energy balance equation (16).

The first term on the left side of (21) is the buoyancy work
term. The second is the generation of available potential en-
ergy by surface buoyancy flux. The surface buoyancy flux is
connected with heat and cooling at the surface and differences
between rainfall and evaporation. Since 8,6 is negative, the
next two terms are negative definite. They are parallel to the
dissipation terms associated with lateral and vertical friction in
the kinetic energy balance. The final term in (21) is an ex-
ception. It has no counterpart in the kinetic energy balance.
Depending on the mean vertical profile of density, it may be
either positive or negative, generating or destroying APE.

Using the energy balance equations (16) and (21) as a guide,
it is possible to construct a simpler energy model. If we assume
that kinetic energy dissipation is proportional to the kinetic
energy itself,

+ (higher-order terms)

~— X
O

B
K < APE
7K n, APE

Fig. 6. A schematic energy flow diagram.
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100 200

oK=B+ W -k (22)

B and W are the work done by buoyancy forces and wind,
respectively, and 7, is a constant of proportionality per kinetic
energy dissipation. The equivalent equation for APE is

2.(APE) = —B + Q — 5,APE (23)

Q is the generation term for available potential energy due to
surface and subsurface buoyancy flux (the equivalent of the
second and fifth terms on the right side of (21)).

Values of APE and K corresponding to all the different
experiments are shown in Figure 5. On the scale of the ocean

BRYAN AND LEWIS: WORLD OCEAN MODEL

circulation.the available potential energy is many times larger
than the kinetic energy, as noted by Stommel [1965]. If all
driving forces such as wind and differential heating were sud-
denly switched off, a residual ocean circulation would remain
for many years until the available potential energy is ex-
hausted. For most of our experiments, APE and KX are approx-
imately proportional to one another. Conspicuous exceptions
are experiments I11 and X. Experiment III is the high-resolu-
tion case. Since kinetic energy is associated with narrow swift
currents and the largest fraction of available potential energy
is in large-scale displacements of the thermocline, it is not
difficult to see that higher resolution will allow a larger frac-
tion of the total energy to be in kinetic energy. In the remain-
ing experiments, with the exception of experiment X, geo-
strophic balance appears to keep the ratio of APE and K
approximately the same. In most cases the kinetic energy is
associated with baroclinic currents. Any increase in the vari-
ance of density causes a corresponding increase in the global
kinetic energy.

The simple model given by (22) and (23) is illustrated sche-
matically in Figure 6. Holland [1975] pointed out that the sign
of B in the numerical models of the ocean circulation that he
considered is very dependent on the closure parameters. If the
lateral boundary layer governed by 4,y was wider than that
governed by 4,4, B would be positive, and vice versa. This is
equivalent to adjusting »n, or 5, in Figure 6. A large n, will
cause energy to flow from APE to K, and the reverse process
will occur if », is increased. Apparently, the work done by
buoyancy forces adjusts itself to maintain geostrophic balance,
which is equivalent to maintaining the nearly constant ratio
between APE and K, shown in Figure 5.

The tendency for B to adjust to the closure parameters is
illustrated in Figure 7a. The ordinate is — B. The abscissa is the
logarithm of the ratio of a given parameter to its standard
value in experiment II. This method allows us to show the
effect of variation of the four mixing parameters and overall
wind strength in one graph. The slope of the arrows indicates
the degree of sensitivity of the results to a given parameter.
Changes in wind are certainly the most important. As seen in
the diagram of Figure S, wind input puts energy directly into
kinetic energy. To maintain geostrophic adjustment, energy
must flow into APE.

As Holland [1975] concluded from earlier experiments, the
effects of increasing 4, and increasing 4,y on the B term are
opposite. Increasing A4y (vertical friction) has the same effect
as increasing lateral friction, since it causes the overall dis-
sipation of kinetic energy to increase. One might anticipate
that increasing vertical diffusion would have the opposite ef-
fect of increasing vertical friction, but this is not the case. The
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Case 111
High Resolution
(50.83 yrs)

Fig. 9a. Globally averaged potential temperature for experiment I11:
solid line, calculations; dashed line, observations.

reason for this is the asymmetry between (16) and (21),
pointed out earlier. A,y is associated with both a dissipative
term and a generation term on the right side of (21). Appar-
ently, the range of parameters is such that an increase in Ayv
means increased production of APE and a consequent flow of
energy from APE to K via the buoyancy term.

The same effects can be seen in the change of APE associ-
ated with parameter variations. In Figure 7b the ordinate is the
time change of available potential energy. Since the kinetic and
available potential energy are nearly proportional to each
other over the range of our numerical experiments, we can
think of the ordinate as a measure of total energy of the large-
scale ocean circulation. The increase in mixing coefficients
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Fig. 9b. Same as Figure 9a for salinity.
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Fig. 9c. Two-dimensional frequency diagram showing water mass
characteristics of the world ocean. Units are the percentage volume in
each of the categories of Table 3.

TABLE 3. Potential Temperature and Salinity Intervals Used to
Construct the Water Mass Frequency Diagram in Figure 9¢

Ab AS
©-28.0 ©-37.0
28.0-24.0 37.0-36.0
24.0-20.0 36.0-35.8
20.0-18.0 35.8-35.6
18.0-16.0 35.6-35.4
16.0-14.0 35.4-35.2
14.0-12.0 35.2-35.0
12.0-10.0 35.0-34.9
10.0-8.0 34.9-34.8
8.0-6.0 34.8-34.7
6.0-5.0 34.7-34.6
5.0-4.0 34.6-34.5
4.0-3.0 34.5-34.4
3.0-2.0 34.4-34.2
2.0-1.0: 34.2-34.0
1.0-0.0 34.0-33.5
0.0--1.0 33.5-33.0
-1.0--2.0 33.0-32.0
-2.0-— 32.0-00.0

Units in Figure 9c are the percentage of the total volume in each
of the 19 X 19 water mass intervals defined above.
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sphere from Newell et al. [1972] and (bottom) model results for
experiment [11.

related to negative definite terms in the kinetic and available
potential energy balances leads to a decrease in total energy.
Likewise; an increase in the wind factor leads to an increase of
wind work and total energy.

Temperature profiles based on area averages for the model
can be fitted by two exponential curves, one for the upper
ocean and one for the deep water. The scale depth based on the
upper curve is a good measure of thermocline thickness. The
upper scale depth is quite sensitive to the parameter variations
in our experiments. Figure 8 shows that the scale depth and
available potential energy change in a parallel way. Any in-
crease in available potential energy is accompanied by a lower-
ing of the center of gravity for the entire volume of fluid. As
long as nonadiabatic processes fix low values of density at the
surface in polar regions, horizontal and vertical variations of
density must be closely related. The thermocline cannot be-
come thicker without increasing the variance of density within
horizontal surfaces, and vice versa. This relationship between
the energy of the ocean circulation and the mean thickness of
the thermocline is an important relationship which has not
been pointed out in previous studies with continuously strati-
fied models.

Finally, we consider the relationship between poleward heat
transport and the closure parameters. The poleward heat
transport at 24°N is the ordinate in Figure 7c. The abscissa is
the same as that of Figure 7a and Figure 7. Surprisingly, heat
transport is not very sensitive to the mixing parameters in the
range we are considering. This is a very positive result for the
application of this model to climate studies. The effect of wind
is much greater, and a possible explanation of this effect in
terms of the meridional circulation induced by wind will be
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given later in section 6, in which mechanisms of heat transport
are analyzed in detail for experiment III.

Our analysis of parameter variations, energy, and thermo-
cline thickness leads to some interesting conclusions with re-
spect to the design of simple climate models of the ocean. For
example, it‘may be desirable to make lateral mixing of heat
and momentum small to allow advection to play as large a role
as possible. However, this will lead to an unrealistically thick
thermocline in the model unless compensating adjustments are
made in other parameters to increase the dissipation of energy.
In a similar way any increase or decrease of the overall wind:
work must be compensated by changes in other parameters to
prevent the available potential energy and the corresponding
thermocline thickness from reaching unrealistic values.

5. GLOBAL INTEGRALS OF WATER MASS PROPERTIES

Meridional sections of S and § and maps of dynamic topog-
raphy corresponding to experiment III are shown by Bryan
[1979]. Meridional cross sections of salinity correspond in a
qualitiative way to observations. The great tongues of low-
salinity intermediate water are present around Antarctica and
in the North Pacific. The salinity structure in the North Atlan-
tic associated with the North Atlantic deep water is also repro-
duced. In this section, attention will be confined to certain
globally averaged integrals of water mass properties not dis-
cussed by Bryan [1979].

Vertical profiles of temperature and salinity averaged over
the entire global ocean are shown in Figures 9a and 9b, respec-
tively. The profiles are compared to averaged observations
from Levitus and Oort [1977). As pointed out in the previous
section, experiments I and 111 have a very high level of avail-
able potential energy and, consequently, a deeper thermocline
than observed. In addition, the deep water is 1°-2°C colder
than that observed, owing to the manner in which Antarctic
deep water is formed in the model. The corresponding salinity
profile in Figure 95 shows that the model is able to simulate
the minimum which exists at the base of the thermocline as
well as a subsurface maximum in the upper thermocline. Just
as the model underpredicts the temperature of the deep water,
the salinity of deep water is overpredicted.

Another way to compare global water mass properties of the
model with observation is to conduct a volume census of water
mass properties. Observations are shown in the upper panel of
Figure 9¢. The ordinate is the logarithm of potential temper-
ature, and the abscissa is a suitable stretched function of
salinity which compresses the high and low extremes of the
total range. At low temperatures the salinity is narrowly con-
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fined, reflecting the fact that the deep waters of the world
ocean are rather homogeneous. Higher in the water column,
temperature increases, and salinity varies more widely, so that
the total pattern looks like an arrowhead pointed downward.
A more detailed analysis of individual oceans shows that the
extreme high-temperature, high-salinity water is largely in the
Atlantic and Indian oceans. The extreme low-salinity water is
largely North Pacific and southern ocean intermediate water.

The observed pattern is relatively compact in comparison to
the computed water-mass volume census shown in the lower
panel for experiment 111. The fact that the model thermocline
is too deep increases the volume of water around 10°C and
decreases the volume of water in the intermediate range of 5°-
7°C. The result is a decided gap between thermocline waters
and abyssal waters in the model. Note that the volume of
water with low temperature and low salinity is much greater in
the model. This is due to a slightly thicker halocline than that
observed in polar regions.

6. THE CIRCULATION IN THE MERIDIONAL PLANE

To provide background for a discussion of the poleward
heat flux, this section is devoted to a description of the meri-
dional circulation of the model. In the minds of many ocean-
ographers, meridional circulation of the ocean is identified
with the thermohaline component. This point of view may be
due to the fact that the thermohaline component of the meri-
dional circulation can be most easily identified by tracer meth-
ods using the observed fields of temperature, salinity, and
oxygen. On the other hand, the model predicts vigorous wind-
driven meridional circulations in the upper thermocline. These
wind-driven circulations are not easy to detect, since the upper
branches are in the surface layer, in which the signatures of
water mass properties are rapidly erased by interaction with
the atmosphere.

Figure 10a shows the total transport in the meridional plane
for experiment I11. The circulation is averaged for January and
July. In the same figure is the observed annually averaged
meridional circulation of the atmosphere according to an ob-
servational study by Newell et al. [1972]. The mass transport in
the ocean and atmosphere is plotted in the same units (mega-
tons per second; 1 ton equals 10° kg). The meridional circula-
tion in the upper thermocline of the ocean tends to be in the
same sense (clockwise or counterclockwise) as the atmospheric
cell just above it. In the model there is a pair of cells at the
equator corresponding to the atmospheric Hadley cells. In
addition, there is also a pair of cells at mid-latitudes below the
atmospheric Ferrel cells.

Note that the magnitudes of the circulation in terms of mass
transport in the ocean and atmosphere are roughly the same.
This may be explained by the importance of Ekman transport
in the upper ocean and in the atmospheric planetary boundary
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layer. In these surface layers the Ekman transport in the ocean
and atmosphere must correspond approximately in magnitude
and be of opposite sign. On a water-covered planet without
continents the Ekman transports would be exactly the same
across the air-sea interface.

For a quantitative comparison of the cells in Figure 10a the
zonally integrated Ekman transport over the ocean is plotted
in Figure 10b. A singularity does not allow us to show the total
Ekman transport very near the equator. At mid-latitudes there
is a strong asymmetry between the hemispheres. The westerlies
are stronger in the Southern Hemisphere, and the ratio of
ocean to land is greater. Both factors lead to a larger, equa-
torward Ekman transport in the Southern Hemisphere mid-
latitudes relative to that in the Northern Hemisphere mid-
latitudes.

Returning to the predicted meridional circulation of the
model shown in Figure 10a, we see that the Ekman transport
forced by the winds is compensated by return flow in the upper
thermocline near the equator. Only in the vicinity of the Ant-
arctic Circumpolar Current does the wind-driven cell pene-
trate right down to the base of the thermocline. In addition to
the wind-driven cells there are additional thermohaline-driven
cells at high latitudes. In the Northern Hemisphere there is a
downward branch at about 60°N. Detailed examination of
meridional circulation patterns for each ocean basin (not
shown) indicate that this downward branch is in what corre-
sponds to the Norwegian-Greenland Sea in the model. The
sinking is associated with deep water which flows into the
North Atlantic and into the Arctic basin with an intensity of
approximately 10 X 10° kg/s. In the southern ocean, sinking
in the vicinity of Antarctica drives a stronger cell with an
intensity of about 30 X 10° kg/s. Only about 5 X 10° kg/s
actually penetrates out into the rest of the world ocean; the
remaining part recirculates near the Antarctic Circumpolar
Current.

In the Northern Hemisphere the middle-latitude wind-
driven cell and the thermohaline cell tend to cancel each other
partially. In physical terms the Ekman flow toward the equa-
tor in the westerly zone is partially offset by net poleward flow
in the western boundary currents. This cannot happen very
easily in the southern ocean because of its different geometry.
The wind-driven overturning circulation below the ‘roaring
forties’ and the thermohaline circulation near Antarctica are
physically separated and proportionately much stronger than
their Northern Hemisphere counterparts.

A surprising picture emerges if the July meridional transport
pattern is subtracted from the January pattern, as shown in
Figure 11. The difference pattern shows downward flow at
mid-latitudes in the winter hemisphere and upward motion at
mid-latitudes in the summer hemisphere. This is consistent
with increased Ekman pumping in the subtropical gyre of the
winter hemisphere and decreased pumping in mid-latitudes of
the summer hemisphere. The model shows that waters are
drawn across the equator into the winter hemisphere. The
increased surface flow is compensated by a nearly uniform
flow of deep water in the opposite direction. In the main
thermocline, water converges at the equator throughout the
year, but the equatorial upwelling is dominantly fed into a
northward or southward Ekman drift, depending on season.

To provide a background for understanding the large sea-
sonal variations of the wind-driven meridional circulation, the
difference between winter and summer zonally averaged wind
stress is plotted in Figure 12. The upper panel shows clearly
that both the easterlies and westerlies increase in the winter



2512

T T P T T
10 -
A
P x
08 fu- - TM -1
sk -
04 .
£
I? 02
o~ ———
02t : .
» | .
04 |
06 l -
L I 1 1
90°N 60° K 0 Xx° 60° %0°S
LATITUDE
_w T T T T T
2 I I Jan-Jul
s
g o
g
S o
g
P
£,
x
g
=
-0 1
90°N 60° ko 0 kg 60° 0
LATITUDE
Fig. 12. (Top) January minus July zonally averaged surface wind

stress over the oceans in pascals. (Bottom) Corresponding total Ek-
man transport.

hemisphere. Seasonal variations are less in the Southern Hemi-
sphere as compared to the Northern Hemisphere, owing to the
fact that most of the Southern Hemisphere is covered by
ocean. The Ekman drift is obtained by dividing the zonally
averaged stress by the Coriolis parameter. Winter/summer
differences in the zonally averaged wind stress are non-
symmetric across the equator. Since the Coriolis parameter
changes sign at the equator, the Ekman transport is approxi-
mately symmetric. The main feature is a tendency for a pow-
erful Ekman flux in tropical latitudes toward the winter pole
on both sides of the equator. At mid-latitudes the Ekman flux
is directed toward the summer pole, accounting for the meri-
dional circulation shown in Figure 10,

7. THE POLEWARD TRANSPORT OF HEAT AND SEASONAL
HEAT STORAGE IN EXPERIMENT 111

One of the most important motivations for learning more
about the general circulation of the ocean is the need to
understand the role of the oceans in climate. In this connection
the poleward transport of heat by the oceans and the seasonal
storage of heat are fundamental. Heat and salinity transport in
experiment I11 have been briefly described by Bryan [1979]. In
this section the poleward heat transport in the model will be
analyzed in more detail to provide some insight into the mech-
anisms involved. In order to analyze heat transport we define a

zonal average as
1 j\+AA 24
[ 1= A ( )ax (24)
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and () asthe departure. The average heat transport across a
given latitude may then be written as

(HT) = pcyl[v] [6] + [0'0') + Auna~2, (0]

¥4 G D (25)
Z is the component of transport associated with overturning in
the meridional plane. Z is only important if zonally averaged
currents and zonally averaged temperatures are correlated. G
is the transport due to correlations of velocity and temperature
at the same level. We may think of this component as being
due to correlations in the horizontal plane associated with the
major mid-latitude gyres. D is a crude representation of trans-
port by synoptic scale eddies which are only represented im-
plicitly in the model.

Oort and Vonder Haar [1976] have combined heat storage
data from the oceans with atmospheric heat balance estimates
to calculate the ocean heat transport as a residual term for
each month of the year. Their results are shown in Figure 13,
accompanied by a similar diagram for the present model. Oort
and Vonder Haar [1976] also show a strong flux of heat from
the Northern Hemisphere to the Southern Hemisphere in sum-
mer. A weaker flux in the opposite direction is indicated in
April. Maximum poleward flux of heat takes place between
15° and 20° in April and November. The results of experiment
I11 plotted on a similar diagram do not show any indication of
two maxima in heat transport. The boundary conditions in
wind stress and thermal forcing only contain the first harmonic
of the seasonal cycle, and the heat transport responds only to
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Fig. 13. Northward heat flux by ocean currents as a function of

latitude and season. (a) Calculated from atmospheric heat balance by
Oort and Vonder Haar [1976). (b and ¢) Calculated in the model.
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the given seasonal forcing. The model indicates maximum
poleward transport near the equator in January and a second-
ary maximum at middle latitudes in July. Quantitatively, the
model predicts a maximum heat transport that is only 25% of
that given by Oort and Vonder Haar.

The model heat transport in Figure 13 leads the observed by
about 1.5 months. This discrepancy is due to the fact that the
seasonal boundary conditions on wind and temperature are
arbitrarily prescribed in such a way that minimum surface
temperature and maximum winds in the Northern Hemisphere
occur on January |. If the phase angle of seasons is prescribed
in a more realistic way so that midwinter in the Northern
Hemisphere is the middle of February, the discrepancy is
removed.

To gain some insight into the mechanism of poleward heat
transport in the model, it is necessary to break the heat trans-
port down into the components given in (25). These are shown
in Figures 14a and 14b. Looking at the January-July average,
we see that the Z component associated with meridional over-
turning dominates at low latitudes, where heat transport is
greatest. Referring to the meridional circulation shown in
Figure 10a, we see that a poleward Ekman flux on either side
of the equator is compensated by a geostrophic return flow.
The upper branch is much warmer than the return flow, result-
ing in an effective means of transporting heat poleward in both
hemispheres.

The dominance of the Z component makes it easy to under-
stand the importance of overall wind strength as shown in
Figure 7c. The G component associated with horizontal gyres
is most effective at middle latitudes, where east-west temper-
ature differences become greater. It becomes larger at the point
where the Z component becomes weaker or, in the case of the
Southern Hemisphere, changes sign. The D component is
nearly zero at low latitudes and only becomes really important
in the vicinity of the large meridional temperature gradients in
the ACC. The G component also makes a large contribution in
the Southern Hemisphere between 40° and 50°S. More de-
tailed analysis (not shown) indicates that the large contribu-
tion of the G component is associated with the configuration of
the ACC, which brings relatively warm water southward in the
Pacific and returns cold water northward in the Atlantic sec-
tor. It is generally thought that the ACC is a barrier to pole-
ward heat transport in the Southern Hemisphere. Figure 14
indicates that this is a somewhat superficial explanation. The
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most striking difference between the Northern Hemisphere
and the Southern Hemisphere appears to be in the Z com-
ponent owing to the meridional circulation. Apparently, the
very great expanse of ocean under the roaring forties leads to
an equatorward Ekman drift that is uncompensated by west-
ern boundary currents such as the Gulf Stream or Kuroshio.
In Figure 10 the wind-driven cell at mid-latitudes in the South-
ern Hemisphere is shown to have a strength of over 40 X 10°
kg/s. An interesting positive climatic feedback exists here
which has not received much attention. Strong westerlies in
the atmosphere inhibit poleward heat transport by ocean cur-
rents in the Southern Hemisphere, which in turn produces
stronger temperature gradients at the sea surface and stronger
westerly winds.

The seasonal differences shown in Figure 14b show that the
Z component associated with meridional overturning is domi-
nant. If we examine the difference between the January and
July meridional circulation shown in Figure 11, we can see that
warm surface water carried by the Ekman transport com-
pensated by return flow with the average temperature of the
whole water column will explain the details of the seasonal
variation of heat transport quite well. The tremendous heat
flux from the summer hemisphere to the winter hemisphere
requires a surface mass flux of over 40 X 10° kg/s. To obtain
a value of 8 X 10" W, as was indicated in Oort and Vonder
Haar's [1976] study by the same mechanism, would require a
mass flux of over 100 X 10° kg/s across the equator.

Ocean heat storage moderates seasonal extremes of climate
in the same way that poleward heat transport by ocean cur-
rents moderates climatic differences between high and low
latitudes. The oceans act as an important thermal buffer by
storing the excess heat in summer and releasing it the following
winter. As an additional check on the usefulness of the model
for climate calculations, an analysis has been made of the heat
storage in experiment I11. For comparison, heat storage com-
puted from bathythermograph observations by Oort and Von-
der Haar [1976] has been plotted in Figure 15. Model results
for both hemispheres are shown in Figure 16. At mid-latitudes
the observed amplitude of the rate of heat storage is about 100
W/m?. This may be compared to the size of the solar constant,
which is about 1290 W/m?, The model predicts 75 W/m? at the
same latitude, which is almost within the error range of 10-20
W/m? quoted for the observations by Qort and Vonder Haar
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ocean currents.
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Fig. 15. Observed heat storage as a function of latitude and season in the Northern Hemisphere [from Oort and Vonder
Haar, 1976]. Units are watts per square meter.

[1976]). A more serious discrepancy is the error in phase at
mid-latitudes. The model leads the observed rate of heat stor-
age by 1.5 months. As pointed out in connection with Figure
13, this is due to the arbitrary way the seasonal phase is
prescribed in the model. It can be removed by specifying that
the lowest temperature in the Northern Hemisphere should
occur at the sea surface 45 days after the equinox instead of on
January 1.

The observed pattern shows an interesting secondary maxi-
mum in the tropics which leads the mid-latitude maximum by
nearly 3 months. The phase suggests that this pattern is caused
by the redistribution of heat by seasonally varying currents
rather than by local heating. The boundary conditions and
the model itself do not appear to have the resolution needed to
simulate this feature.

8. CoNcCLUSIONS

The ocean circulation is an extremely complex hydro-
dynamical system which is very difficult to model analytically
or in the laboratory. Modern computers, however, have pro-
vided a powerful new tool for direct integration of numerical

models which can be used to investigate various processes. In
this study we concentrate on the global aspects of the ocean
circulation which appear to be very important in determining
the earth’s climate. A time-dependent model with relatively
coarse horizontal resolution (5.63° X 4.74° longitude and
latitude, respectively) but relatively detailed vertical resolution
(100 m in the upper ocean and 1000 m below) has been
numerically integrated over a period equivalent to 1000 years.
The time scale has been lengthened in the deep water so that
the period of adjustment allowed for is equivalent to more
than 2000 years. Climatological values of wind stress, temper-
ature, and salinity are specified at the upper surface as a
function of season. Starting with a uniform value of temper-
ature and salinity throughout the entire volume of the world
ocean, temperature and salinity structures are allowed to
evolve in response to the boundary conditions.

Parameter tests have been carried out to determine the
effects of the closure scheme representing unresolved oceanic
processes on the large-scale circulation. The tests show a close
relationship between the global available potential energy of
the ocean circulation and the mean scale depth of the upper
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Fig. 16. Same as Figure 15 but calculated by the model in experiment I11.
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thermocline. Under wide variations of the closure parameters
the available potential energy and the total kinetic energy
retain a nearly constant ratio. This constant ratio is interpreted
as a result of geostrophy. Work done by buoyancy forces

“transfers energy from the kinetic reservoir to the potential
energy reservoir. As noted by Holland [1975], the direction of
energy transfer by the buoyancy work term is dependent on
which reservoir is being depleted faster by the difference be-
tween dissipation and energy supplied by wind work and dif-
ferential heating.

There is a well-defined pattern to the response of the scale
depth of the thermocline to parameter changes. Increasing the
total wind work or decreasing a dissipation term increases the
total energy of the world ocean circulation. Greater energy
implies greater displacement of density surfaces and a deeper
thermocline in the model. For example, the decrease of lateral
mixing of heat or momentum will not by itself improve the
model simulation of temperature structure. Decreased lateral
mixing of heat allows for greater advection effects and more
realistic horizontal gradients in regions like the Gulf Stream.
On the other hand, unless compensation in vertical friction is
made at the same time, any decrease in lateral mixing causes
the total energy to become greater and the thermocline to be
deeper.

Poleward transport of heat and water across latitude circles
by the ocean circulation is an essential part of the global heat
and water balance. Heat balance studies using atmospheric
data [Vonder Haar and Oort, 1973] indicate that the oceans
transport roughly the same amount of heat poleward as the
atmosphere transports, but the maximum poleward transport
by the ocean circulation is in the tropics and subtropics, while
the maximum poleward heat transport by the atmosphere is in
middle latitudes. Heat transport in the present study, in which
the ocean is driven with climatological winds and temperatures
at the upper boundary, can be compared with the results of an
earlier study of a combined ocean-atmosphere model [Bryan et
al., 1975]. In both cases the dominant mechanism for heat
transport in the tropics is a shallow meridional cell which
carries warm surface water away from the equator and rela-
tively colder water in the main thermocline toward the equa-
tor. The Ekman effect drives surface water away from the
equator. In mid-latitudes, however, the Ekman effect drives
surface waters toward the equator, inhibiting poleward heat
transport. Although the Ekman effect is partly offset by
boundary currents in mid-latitudes, heat transport poleward
by ocean currents in the vicinity of the atmospheric westerlies
is much reduced.

In a high-resolution run with horizontal resolution of
2.81° X 2.37° longitude and latitude, respectively, the hori-
zontal mixing of heat is adjusted to a value of 10° m?/s in the
upper ocean and a somewhat smaller value below. This value
is consistent with area mean estimates from eddy-resolving
numerical model calculations by Orlanski and Cox [1973],
Bretherton and Karweit [1975], and more recently, Semtner and
Mintz [1977]. Breakdown of the poleward heat transport into
components shows that in the Northern Hemisphere of the
model, mixing plays almost no direct role. In the Southern
Hemisphere of the model, mixing is very important in the
latitude belt of the Antarctic Circumpolar Current.

In the winter hemisphere both easterlies and westerlies be-
come more intense. This effect leads to enhanced Ekman
pumping downward in the subtropical gyre of the winter hemi-
sphere. In the summer hemisphere there is a corresponding
weakening of the subtropical Ekman pumping. In the model,
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seasonal changes in winds lead to a net shift of surface waters
from one hemisphere to another across the equator. Averaged
around the globe, the velocity of cross-equatorial flow is about
1 cm/s, but the total transport is very large. Our tentative
conclusion is that this seasonal change in meridional circula-
tion caused by wind may explain a seaonally varying cross-
equatorial flux of heat which appears in recent heat balance
calculations by Oort and Vonder Haar {1976], although the
model indicates a lower value by a factor of 2. Similar results
for a seasonally varying heat transport have been obtained
from a much simpler climatic model of the ocean by Lau
[1978] and Takano et al. [1973]. The conclusion must remain
tentative for the present because our 2.81° longitude by 2.37°
latitude model provides only poor resolution of the com-
plicated dynamics that can occur along the equator. In the real
ocean the seasonal changes in meridional circulation shown so
clearly in our model solutions may be compensated by sea-
sonal changes in boundary currents. Higher-resolution experi-
ments are planned to explore equatorial seasonal effects in
more detail.

APPENDIX: METHOD OF MULTITIME SCALES

The focus of the present study is on the equilibrium response
of ocean circulation to specified boundary conditions. If we
are not interested in the precise details of the evolution of the
model ocean from a state of uniform temperature and salinity
to a state in which water masses are fully developed, an im-
plicit treatment of the finite difference equations is indicated.
However, the solution of implicit systems can be extremely
cumbersome. Since the use of long time steps in an implicit
formulation distorts the speed of faster-moving waves in any
case, we have adopted a shortcut explicit method which di-
rectly alters the equations of motion. The governing equations
are changed so that external Rossby waves and internal gravity
waves are slowed down to a speed compatible with the actual
advection of temperature and salinity.

A brief description of the method is given in the appendix of
Bryan et al. [1975]. The purpose of this appendix is to present
some analysis of the method and to describe a new extension
suggested by S. Manabe, which accelerates convergence to
equilibrium in the abyssal ocean. Let ¢ be the vertically aver-
aged velocity and ¢ be the departure from the vertical average.
The numerical integration is based on a system of equations
corresponding to

ad ¥ = G(¢, \) (A1)
Bav = F(o, A, 2) (A2)
Y(Z)at(av S) = H(¢’ >" Z), J(¢1 )‘s Z) (A3)

In a detailed calculation of the time-dependent response of the
model, a, 3, and y would all be set equal to unity. In applying
the multitime-scale method, a, 8, and vy are assigned the values
shown in Table Al. The greatest distortion of time scale is
implied in the a factor. External Rossby waves are slowed
down by a factor of 23. To avoid difficulties in the response to
seasonal variations in the wind, G(¢, A) in (A1) only includes
the annual average wind effect.

The new feature of the present computation is the variation
of y(z) with depth. In effect, a different time scale is assigned to
the deeper levels of the model relative to the surface layers. In
a steady state the differences in time scale become unimpor-
tant. The accuracy of the method depends on the relative
simplicity of the final solutions. A high-resolution model con-
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TABLE Al. The Time Step and Constants a, 8, and y Defined in

(A1)~(A3)

Low Resolution

High Resolution

At,h 48.7 12.2
a.h 234 10.9
B.h 8.8 N
y(z). m
25 1.0 1.0
8s 1.0 1.0
169 1.0 1.0
295 1.0 1.0
482 1.0 1.0
754 1.0 1.0
1130 1.0 1.0
1622 1.0 1.0
2228 1.0 1.0
2935 0.98 0.98
3721 0.61 0.61
4565 0.40 0.40

In the earlier stages of the low-resolution run, smaller values of
v(z) were applied at the lowest levels.

taining mesoscale eddies will be unstable and highly time
dependent. Important features of the mean circulation in an
eddy-resolving model would be related to rectified flows. In
that case the multitime scale approach would not be appropri-
ate.

To analyze the effect of the time scale factors on the speed of
Rossby waves and internal gravity waves, we consider a linear-
ized, inviscid model. It is convenient to represent the variables
in terms of the vertical normal modes (Gill and Clarke [1974)
or Moore and Philander [1977)):

u, v, p/po = Zo (u", v*, p™)Pa(2) (A4)
Pa(2) is the n*" vertical mode for a given horizontally uniform
stratification. The equations of motion may be written in terms

of the amplitude of individual vertical modes. Forn > 0 and y
equal to unity the equivalent of (A2) and (A3) is

Bou™ — fu* + a,p" =0 (AS)
Bow" + fur + a,p" = 0 (A6)
9:p" + (9t + a,0") =0 (A7)

We have a set of linear governing equations for each vertical
mode that is parallel to the free surface equations for a rotat-
ing homogeneous fluid.

Let

u", v, p* ~ explitkx + Ly — wt)] (A8)

In the case in which f is a constant, ¥ and v can be eliminated
to obtain

W' = (f/B%) + (ca’/B) (K* + ) (A9)

A choice of 8 larger than 1 reduces the frequency of internal
gravity waves.

To examine the effect of B on internal Rossby waves, we
return to (A5)-(A7) and make the quasi-geostrophic assump-
tion [Phillips, 1963]

2.8V — (f/ca)lp + (8,f)od:p = 0 (A10)
The corresponding dispersion relation is
w= —k(ayf)o (All)

T B+ ) + (f/en)
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Note that the effect of g is to increase the dispersion and slow
down baroclinic Rossby waves. The effect is greatest on very
short waves of the scale of the radius of deformation. For long
baroclinic Rossby waves, k? + (? may be 2 orders of magnitude
less than (f/c,)?. In that case the effect of 8 is small.

Finally, we consider the variation of ¥ in (A3) with respect
to z. This approximation was suggested by the fact that the
natural time scales of the deep ocean are so much longer than
those of the upper ocean. The sluggish currents allow a longer
time step without a violation of the Courant-Friedrichs-Levy
criterion [Richtmyer and Morton, 1967]. We take advantage of
that fact by changing the time scale  with depth. As a steady
state is approached, local time derivatives go to zero, and the
value of y(z) becomes immaterial. In Table A1, note that y(z)
differs from unity only below the 2-km level, well below the
layer influenced by seasonal effects.

One aspect of this method requires more explanation. Con-
vective mixing in the model is done implicitly. Even in a steady
state the local derivative in the finite difference model will not
go to zero because of vertical mixing. At each time step,
statically unstable parts of the water column are mixed verti-
cally so that temperature and salinity are conserved. The aver-
age value of temperature over the entire unstable region is
assigned to each level within the region. Let 8,' be the pre-
dicted temperature before convective adjustment. From (A3)
we have

0;’ - 0‘"”'1 = ‘Yk_lAlH.m (AlZ)

where k is the index of vertical level and m is the index of a
time level. Let k, and k, be the extreme upper and lower levels
of a convectively unstable region in the water column. With
convective adjustment the predicted value of temperature 6™*!
will be

Re Ry
RASEED) yco,'Az,/ > yAz, (A13)
k1 Ry
Note that v, is a weighting factor.
Combining (A12) and (A13), we have
L ]
B = 3 (B v + AtH ™Az ) Y vz, (A14)
Ry L3

The formula (A14) shows that as long as the y, weighting
factor is used in (A13), the steady state solution in which §,™**
= @,™ ' will be independent of vy, the desired result.

NOTATION

longitude, latitude, and vertical distance.
t time.
radius and angular velocity of the earth.
A\ relative angular velocity due to ocean currents.
horizontal velocity vector and vertical velocity
component.
p,p pressure and density.

F horizontal body force due to Reynolds stresses,
equal to iF* + jF®.

6, S potential temperature and salinity.
Aun, Auv horizontal and vertical turbulence viscosity coef-
ficients.
Aun(z) horizontal diffusivity coefficient, where Ayn =
AB + (As - AB)C-O'Mu.
Anv(z) vertical diffusivity coefficient, where Ayy = 75 as

Z—‘()andAﬂv'—'nBaSZ—’.—H.
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u time constant used to specify surface heat and salt
flux.
B* surface buoyancy flux due to heating and net
precipitation minus evaporation.
global integrals of the work done by buoyancy
forces, wind, and combined external and internal
density changes due to turbulent fluxes.

B, W, 0

APE, K available potential energy and kinetic energy.
m, n2  linear dissipation coefficients for a simple energy
model defined by (22) and (23).
a,B,v coefficients used to accelerate convergence of the

ocean model defined in (A1)-(A3).

f Coriolis parameter.

cn  speed of an internal gravity wave corresponding
to the nth vertical mode.
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