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Abstract

The transient responses of two versions of the Geophysical Fluid Dynamics Laboratory (GFDL) coupled climate model to a

climate change forcing scenario are examined. The same computer codes were used to construct the atmosphere, ocean, sea ice

and land surface components of the two models, and they employ the same types of sub-grid-scale parameterization schemes.

The two model versions differ primarily, but not solely, in their spatial resolution. Comparisons are made of results from six

coarse-resolution R15 climate change experiments and three medium-resolution R30 experiments in which levels of greenhouse

gases (GHGs) and sulfate aerosols are specified to change over time. The two model versions yield similar global mean surface

air temperature responses until the second half of the 21st century, after which the R15 model exhibits a somewhat larger

response. Polar amplification of the Northern Hemisphere’s warming signal is more pronounced in the R15 model, in part due

to the R15’s cooler control climate, which allows for larger snow and ice albedo positive feedbacks. Both models project a

substantial weakening of the North Atlantic overturning circulation and a large reduction in the volume of Arctic sea ice to

occur in the 21st century. Relative to their respective control integrations, there is a greater reduction of Arctic sea ice in the R15

experiments than in the R30 simulations as the climate system warms. The globally averaged annual mean precipitation rate is

simulated to increase over time, with both model versions projecting an increase of about 8% to occur by the decade of the

2080s. While the global mean precipitation response is quite similar in the two models, regional differences exist, with the R30

model displaying larger increases in equatorial regions.
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1. Introduction

Results of climate change simulations performed

using computer models of the global climate system

developed at NOAA’s Geophysical Fluid Dynamics

Laboratory (GFDL) have appeared in each of the first

three scientific assessment reports of the Intergovern-

mental Panel on Climate Change (IPCC, 1990,1996,

2001). These numerical models consist of an atmos-

pheric general circulation model (GCM) coupled to an

ocean GCM. Relatively simple models of sea ice and

land surface hydrology are also incorporated into the

climate models. Two different spatial resolutions have

been employed in these GFDL studies, and multiple
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versions of global coupled climate models have been

constructed using each of the two sets of resolution

characteristics.

Analyses of two of GFDL’s coarser resolution

‘‘R15’’ coupled models are included in the most

recent IPCC report, as are results from three ‘‘R30’’

models having somewhat higher spatial resolution.

None of the models are exactly alike, and therefore,

their responses to prescribed climate change forcing

scenarios should not be expected to be identical. Each

model has its own control simulation, from which

climate change experiments have been initialized.

Here, the term ‘‘model’’ refers to a specific con-

figuration of computer code that has produced a multi-

century or longer control simulation of the Earth’s

climate in which external forcings (such as specified

atmospheric CO2 levels, solar irradiance and orbital

parameters) are held constant in time. Thus, changes

in the computer code, sub-grid-scale parameterization

schemes, boundary conditions, etc., can lead to differ-

ent models that share the same spatial resolution.

In this study, we focus on climate change projec-

tions produced by GFDL’s most recent R15 and R30

coupled climate models. These two models are identi-

fied as GFDL_R15_b and GFDL_R30_c in the IPCC’s

Third Assessment Report. See Chapter 9, Table 9.1 of

the Intergovernmental Panel on Climate Change

(IPCC, 2001) report. Some results from the R15 model

are presented in Dixon and Lanzante (1999) and the

R30 model is described in detail in Delworth et al.

(2002). Here, aspects of the two models’ global and

regional responses to a specific climate forcing sce-

nario are presented and compared. Analyses of

changes in annual mean surface air temperatures,

Arctic sea ice amounts, precipitation rates and the

strength of the North Atlantic meridional overturning

circulation are presented.

The GFDL_R15_b and GFDL_R30_c models

were constructed from the same computer code, and

both use the same physical parameterization schemes.

The two models can be thought of as differing mainly

in spatial resolution. Other configuration differences

between the two include the choice of time steps and

sub-grid-scale diffusion and viscosity coefficients

(associated with the resolution difference). The spec-

ification of some cloud albedo properties differ, as

they were fine-tuned in each atmospheric model

before being coupled to achieve a global mean radi-

ation balance at the top of the atmosphere. In addition,

a gravity-wave drag parameterization, generally con-

sidered important to prevent higher resolution atmos-

pheric models from developing circulations that are

too zonal (e.g., Boer and Lazare, 1988), is included in

the R30 version of the atmospheric model, but not the

R15. The details of the initialization techniques

employed when combining the individual model

components into a working coupled model were

similar, but not identical.

While the kinds of model configuration differ-

ences noted above are relatively minor compared to

the large number of common features shared by the

two models, we are aware that seemingly subtle

model configuration changes can result in notable

changes in the simulated climate. Therefore, we will

not automatically assume that differences between the

GFDL_R15_b and GFDL_R30_c models’ climate

change responses arise solely due to differences in

spatial resolution. The results presented here docu-

ment the differences and similarities in climate

change responses produced by a pair of coupled

climate models that use very similar physical param-

eterizations, but differ in spatial resolution. They are

examples of the kinds of changes that one can see

when increases in available computer resources lead

to higher resolution coupled climate models, but are

not meant to be considered representative or typical

of results produced by other coupled climate models

that use different dynamical cores, physical parame-

terizations, numerical schemes, etc.

2. Model overview

2.1. Model configurations and experimental design

A set of six R15 and a set of three R30 climate

change experiments are examined here. The designa-

tion R15 or R30 derives from the spatial resolution of

the atmospheric spectral model component of the

global coupled model. The higher resolution R30

(rhomboidal truncation at wave number 30) model

has a transform grid spacing of 3.75j longitude by
f 2.25j latitude (a 96� 80 global grid). The R15

model’s transform grid has 7.5j longitude by f 4.5j
latitude spacing (a 48� 40 grid). The R30 atmos-

pheric model has 14 sigma levels spaced unevenly in
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the vertical and the R15 model has 9. Topography is

determined by projecting observed surface elevations

onto spherical harmonics. The R30 model uses the

method of Lindberg and Broccoli (1996) to improve

the representation of the surface elevation, and thus

minimize spurious small-scale precipitation extrema

that are more pronounced in models having higher

horizontal resolution.

A relative humidity-based cloud prediction scheme

and moist convective adjustment (Manabe et al.,

1965) are used in the atmospheric model components.

Where predicted, clouds are assumed to fill the grid

box. Precipitation occurs when water vapor super-

saturation is simulated, falling as snow when the

temperature of the lower atmosphere is below freez-

ing. Solar irradiance does not vary inter-annually

during the model integrations.

For each model resolution, the land model compo-

nent’s horizontal grid matches the atmospheric mod-

el’s transform grid. At the atmosphere–land surface

interface, the sum of the short-wave, long-wave, latent

and land–air sensible heat fluxes is assumed zero (i.e.,

the soil has no heat storage capability, and the land

surface temperature is determined diagnostically). A

simple bucket hydrology scheme is used for soil

moisture calculations, with a uniform field capacity

of 0.15 m of liquid water assumed (Manabe, 1969).

Evaporation is calculated as the product of the poten-

tial evaporation from a surface saturated at the local

surface temperature and pressure and an evapotrans-

piration efficiency factor. Over land, the evaporation

efficiency is given by the ratio of local soil moisture to

a critical value that is 75% of field capacity, and is set

to unity if soil moisture exceeds this critical value.

When the soil moisture is at field capacity, excess

water added via precipitation or snowmelt is con-

verted to runoff. Runoff from land points is instanta-

neously routed to the ocean following observed river

drainage basins. Similarly, when the model-predicted

snow depth exceeds a specified value at a grid point

(0.2 m liquid water equivalent), the excess snow is

routed to the ocean as runoff.

Each coupled model’s ocean model component has

the same number of latitude rows as the atmospheric

model to which it is coupled and twice as many grid

points in the zonal direction (i.e., a 192� 80 grid for

the R30 ocean and a 96� 40 grid for the R15 ocean).

There are 18 and 12 unevenly spaced vertical levels in

the R30 and R15 ocean model components, respec-

tively. These z-coordinate rigid-lid ocean models are

based upon the GFDL Modular Ocean Model version

1 code (Pacanowski et al., 1991) and employ the Cox

(1987) implementation of sub-grid-scale isopycnal

tracer diffusion.

The horizontal grid spacing of each coupled mod-

el’s sea ice component matches that of its underlying

ocean model. These coupled model experiments use a

relatively unsophisticated sea ice model that neglects

the internal pressure of the sea ice. Its lineage can be

traced back to the model developed by Bryan (1969),

although modifications have been made over time,

several of which are noted in Manabe et al. (1990). At

each grid point, average sea ice thickness is predicted,

but not fractional coverage (i.e., the grid cell is either

considered completely ice free or entirely covered by

ice of some model-predicted thickness). Fluxes in-

volving the latent heat of fusion are conserved within

the coupled model system during freezing and melt-

ing. In addition, surface water freshening and brine

rejection occur in a conservative manner as sea ice

melts or forms. Sea ice surface albedos are dependent

on the prognostic ice thickness and surface air temper-

ature (Manabe et al., 1991). Snow that falls upon

preexisting sea ice is instantly converted into sea ice.

The sea ice moves freely with the surface ocean

currents, provided the ice thickness is less than 4 m.

Additional convergence of sea ice is not permitted at

grid points where the thickness exceeds 4 m. Wind

stresses computed by the coupled model’s atmos-

pheric component are passed to the liquid ocean

GCM, without directly interacting with the sea ice.

The coupled models are forced by seasonally

varying insolation (no diurnal or inter-annual insola-

tion variations are included). Fluxes of momentum,

heat and freshwater between the model’s atmosphere–

land component and the ocean–sea ice component are

computed and exchanged once per day. In an attempt

to minimize climate drift, seasonally and spatially

varying heat and freshwater fluxes are added to the

ocean surface. As described in Manabe et al. (1991),

these flux adjustments are determined before the

coupled model is initialized, and they do not vary

inter-annually.

Coupled model initial conditions for the climate

change scenario experiments examined here are

drawn from widely spaced points in time in their
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respective long-running control integrations. Accord-

ingly, the control integrations are taken to represent

preindustrial conditions when compared to the climate

change scenario results. A reconstruction of atmos-

pheric greenhouse gas (GHG) levels for the period

1765–1990 is used to force the climate change experi-

ments. The combined effects of well-mixed atmos-

pheric GHGs are modeled as time-varying effective

CO2 amounts. After scenario year 1990, effective CO2

levels are specified to grow at a 1% per year com-

pounded rate. The direct effect of tropospheric sulfate

aerosols is included in the model as spatially and

temporally varying changes in surface albedos, fol-

lowing the method used by Haywood et al. (1997).

The radiative forcing scenario applied to the models is

quite similar to the IS92a scenario (Leggett et al.,

1992), often referred to as a business-as-usual sce-

nario. It should be noted that in recent years, actual

levels of the well-mixed greenhouse gases have

increased at a rate less than the IS92a scenario

(Hansen et al., 2000). In the simulations presented

here, effective CO2 concentrations reach levels that

are double that of the control in the early 2020s and

are four times the control in the early 2090s.

The six R15 climate change experiments examined

here were first presented by Dixon and Lanzante

(1999) (hereafter DL99). Using the DL99 nomencla-

ture, experiments A1766, B1766, C1766, A1866,

B1866 and C1866 are used in the present study.

Three of the R15 simulations (the DL99 x1766

experiments) are initialized with radiative forcings

representing scenario year 1766 and are integrated

for more than three centuries to the 2090s. Assuming

the end of year 1765 to be representative of prein-

dustrial conditions, these three experiments experi-

ence a smooth transition in radiative forcings when

initialized from the control model experiment. All the

R30 experiments and three of the R15 runs (the x1866

experiments) are initialized with radiative forcings

representing scenario year 1865 or 1866, and thus

require 100 fewer years of integration to reach the

2090s than do the x1766 experiments. Upon initiali-

zation from their respective control runs, effective

CO2 levels in the six experiments that start in the mid-

1860s undergo an instantaneous 6% increase. The

magnitude of this instantaneous increase is the differ-

ence between the effective CO2 time series values for

1765 and 1865. Delworth et al. (2002) provide addi-

tional documentation regarding the configuration and

climate simulations produced by the R30 model

studied here.

DL99 showed that projections of 21st century

surface air temperatures and the strength of the North

Atlantic overturning were insensitive to whether the

scenario experiments were initialized with 1765 or

1865 conditions, providing some justification for the

substantial savings of computer time realized by

conducting the shorter experiments. Analyses pre-

sented here will focus on the period extending from

the mid-20th century to the late 21st century, thereby

reducing the probability that they could be substan-

tially influenced by effects similar to the cold start

problem described by Hasselmann et al. (1993).

2.2. Previous model studies

Since this study focuses upon comparing the

responses of the GFDL_R15_b and GFDL_R30_c

climate models to increasing levels of atmospheric

GHGs and tropospheric aerosols, a partial listing of

publications that document aspects of one or both of

the models is presented below.

Characteristics of the GFDL_R15_b model’s glo-

bal mean surface air temperature (SAT) and North

Atlantic thermohaline circulation (THC) responses to

climate change forcings were first described by DL99.

Dixon et al. (1999) found that GHG-induced changes

in surface freshwater fluxes are the predominant

reason that the R15 model’s THC weakens in global

warming experiments, with surface heat flux changes

being of secondary importance and wind stress

changes having negligible impact. Analyses of the

R15 model’s Arctic oscillation and related surface

fluxes have revealed that GHG-induced THC weak-

ening could be delayed by several decades in response

to a sustained upward trend in the Arctic/North

Atlantic oscillation during winter, such as has been

observed from the 1960s to the 1990s (Delworth and

Dixon, 2000).

Anthropogenically induced sea level change pro-

jections diagnosed from both the GFDL_R15_b and

GFDL_R30_c experiments are presented in Gregory

et al. (2001). The two models produce very similar

projections for global mean sea level changes arising

from the thermal expansion of seawater. Comparison

of the geographic patterns of 21st century sea level
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change simulated in the two models yields a 0.63

correlation coefficient.

Analyses of late 20th century ocean heat content

changes simulated in some GFDL_R30_c experi-

ments are included in Levitus et al. (2001). Model

runs with transient climate change forcings were

found to be generally consistent with observed global

ocean heat content changes for the period from the

1950s to the 1990s. The amount of unforced global

ocean heat content variability produced in the control

model suggests that random fluctuations of the cli-

mate system are unlikely to produce an increase as

large as that observed. In addition, in an investigation

of positive trends in the probability of great floods

associated with anthropogenic climate change, Milly

et al. (2002) report that observations are consistent

with the results of a set of R30 experiments.

The nature of the internally generated model var-

iability displayed in an ensemble of GFDL_R30_b

simulations described in Knutson et al. (1999) and

Delworth and Knutson (2000) is broadly similar to

that exhibited in the set of GFDL_R30_c experiments

studied here. The Delworth and Knutson (2000)

results suggest that internally generated multi-decadal

variability of the coupled ocean–atmosphere system,

along with changing radiative forcing, could have

played a major role in producing the magnitude and

pattern of warming observed in the early 20th century.

Such findings demonstrate the value of performing

multiple climate change experiments with a single

model—a conclusion also borne out in DL99.

We note that the surface air temperatures of the

initial conditions used for these R15 experiments

exhibit a cold bias, especially in these high latitudes

of the Southern Hemisphere. The cold bias developed

as the modeled climate drifted during the first several

hundred years following the initialization of the

GFDL_R15_b control model. In their review of

coupled model initialization techniques, Stouffer and

Dixon (1998) defined climate drift as an unforced

trend away from some initial state, with the trend not

being part of normally occurring variability about a

constant mean state. While reducing the amount of

drift that might otherwise take place, flux adjustments

do not guarantee that no drift will occur. Drift such as

that seen in the GFDL_R15_b control model can

occur because the fully coupled model includes feed-

backs and time scales of variability that are not

present in the stand-alone atmosphere and ocean

model integrations used to initialize the coupled

model and determine the flux adjustments.

The R15 climate change experiments examined

here start from points more than 1000 years after the

control model was initialized. By this time, the rate of

climate drift is quite small, but the accumulated drift

over many centuries has produced a noticeably cooler

climate. Neither the older GFDL_R15_a control

model (Manabe et al., 1991) nor the R30 control

models exhibit drifts of the magnitude and kind seen

in the first several hundred years of the GFDL_R15_b

case. Little climate drift occurs during the later seg-

ments of the GFDL_R15_b control run examined

here, with the trend in global mean surface air temper-

atures varying between � 0.06 and + 0.05 K cen-

tury� 1. Likewise, the portion of the GFDL_R30_c

control run studied here exhibits a slight drift of

� 0.04 K century� 1.

3. Responses to climate change forcings

3.1. Surface air temperature (SAT)

3.1.1. Global mean SAT response

The ensemble averaged global mean SAT re-

sponses for the R15 and R30 experiments are similar,

especially during the 20th and early 21st centuries

(Fig. 1, solid lines). Compared to their respective

control experiments, the climate change scenario

experiments warm f 0.5 K by the decade of the

1950s and f 1.3 K by the decade 2000–2009. More

specifically, the 1950s ensemble mean global SAT

warming response for the six R15 experiments is

0.45 K, with the six ensemble members ranging

between 0.40 and 0.56 K. For the same period, the

mean warming for the three R30 simulations is 0.48

K, with the responses of the three members ranging

from 0.41 to 0.56 K. Five decades later, the R15

ensemble mean global warming is 1.30 K, with

individual ensemble members ranging from 1.26 to

1.35 K, and the R30 ensemble mean response is

1.34 K, with an intra-ensemble range of 1.28–1.44

K. For comparison, the standard deviation of the

time series of global annual mean SATs is 0.10 K

for the R15 control model and 0.14 K for the R30

control model.
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The R15 model’s global mean SAT response is

somewhat greater than that of the R30 model integra-

tions during the latter portion of the 21st century. For

the four decades beginning with the 2050s, the dec-

adal averages of all six of the R15 ensemble members

exhibit a larger warming response than each of the

three R30 simulations. Averaged over the 40-year

period extending from scenario years 2050–2089,

the ensemble mean global SAT response of the R15

runs is 0.26 K greater than the R30 ensemble mean.

Why the R15 experiments warm somewhat more

rapidly during the latter portion of the 21st century is

not known with certainty. We can state that the bulk of

the differences between the 21st century SAT res-

ponses of the R15 and R30 models are not due to any

residual cold start bias that might be associated with

three of the R15 experiments having had their tran-

sient forcing begin with 1766 conditions rather than

1866. During the 21st century, the difference between

the R15 and R30 models’ global mean SAT responses

is approximately three times greater than the differ-

ence between the R15 x1766 experiments ensemble

mean and that of the trio of R15 x1866 experiments.

Note that in this paper, figures showing time series of

decadal means purposely begin with the 1920s rather

than 1870s. This reflects the judgment that adjust-

ments within the modeled climate system during the

half century leading up to 1920 are sufficient such that

any potential cold start biases are no longer readily

obvious.

That the R15 and R30 models’ control climates

differ may be a factor responsible for many of the

differences in the two models’ SAT responses. It has

been demonstrated that a numerical model’s climate

sensitivity (typically defined as the amount of global

mean SAT warming realized when a model equili-

brates to a doubling of atmospheric CO2) can be

related to the mean state of a model’s unperturbed

or control climate (Spelman and Manabe, 1984). All

else being equal, the cooler the control climate, the

larger the expected warming response to increasing

levels of GHGs, since more opportunities for positive

feedbacks exist when more extensive snow and ice are

present. As is discussed in more detail in the follow-

ing sections, the R15 model’s control surface climate

is cooler than the R30 model’s, with the R15 model

Fig. 1. Time varying decadal mean surface air temperature responses simulated by (a) the R15 set of six climate change experiments and (b) the

R30 set of three climate change experiments. Ensemble mean globally averaged SAT responses are indicated by solid lines and shaded areas.

Ensemble mean SAT responses averaged over the region poleward of 67jN are shown as dashed lines. Ensemble mean low latitude (30jS–
30jN) SAT responses are indicated by dash–dot lines. Upward and downward pointing triangles indicate the maximum and minimum SAT

responses of the individual ensemble members (open triangles for Arctic, solid for low latitudes). SAT responses for each experiment are

computed by subtracting a measure of its respective control model’s SAT (least-squares regression lines fitted through the control model’s

annual mean time series) from the climate change experiment’s annual mean SAT time series.
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simulating markedly more Southern Hemisphere sea

ice. Examining an atmospheric GCM coupled to a

mixed layer ocean with thermodynamic sea ice, Rind

et al. (1997) found that increased control-run sea ice

coverage in the Southern Hemisphere enhanced the

temperature sensitivity to a doubling of atmospheric

CO2. The larger warming response seen in the R15

climate change experiments is qualitatively consistent

with the difference in the two models’ control cli-

mates, but the magnitude of this effect has not been

determined quantitatively.

The individual ensemble members’ global mean

SAT responses do not become more tightly clustered

as the simulated climate changes, nor do they diverge.

For the six R15 ensemble members, differences

between the largest and smallest decadal mean re-

sponses vary from 0.08 to 0.32 K for the period shown

in Fig. 1. In part because of its smaller ensemble size,

the range of the R30 decadal mean SAT responses is

less than that of the R15, never exceeding 0.21 K.

3.1.2. Polar amplification of the SAT response

Arctic surface air temperatures warm relatively

rapidly in both the R15 and R30 climate change

experiments, reducing the equator to pole temperature

gradient. Fig. 2 depicts temporal variations of a

measure of the extent of the Northern Hemisphere

polar amplification signal, namely, the ratio of the

SAT response poleward of 67jN divided by the SAT

response of the latitude band from 30jS to 30jN. This
measure of the polar amplification signal grows over

time for the R15 and R30 climate change experiments.

Compared to their respective control integrations, the

annual mean SAT difference between these two lat-

itude bands is reduced by f 4.4 K (R15 ensemble

mean) and f 3.8 K (R30 ensemble mean) by the

decade of the 2080s.

The R15 model exhibits a somewhat greater North-

ern Hemisphere polar amplification signal than does

the R30 model. Compared to the R30 experiments, the

R15 runs tend to exhibit more SAT warming in the

Arctic and slightly less warming in low latitudes; both

factors contributing towards the R15 polar amplifica-

tion ratios being larger than the R30s, as seen in Fig.

2. For the decade 2000–2009 and all subsequent

decades, the ensemble mean warming of the R15

model’s Arctic SATs is more than twice as great as

that simulated for the half of the Earth’s surface that

lies between 30jS and 30jN. Decadal mean polar

amplification ratios for the R30 ensemble exceed 2.0

from the 2040s onward.

The polar amplification seen in the Northern Hemi-

sphere of these GFDL models is not unlike that seen

in several other model simulations conducted at other

research centers, as evident in Fig. 3 of Räisänen

(2001). The ice/snow albedo positive feedback mech-

anism contributes to this phenomenon in the GFDL

model simulations. An initial warming can cause

melting, thereby reducing the total surface area cov-

ered by snow and ice. As surfaces take on the lower

albedo of the underlying land (or water) surface, more

incoming solar radiation is absorbed at the surface.

Some of this additional energy is transferred to

sensible heating of the lower atmosphere (or surface

waters), which in turn can induce additional melting

of snow and ice.

When sufficient insolation is present, the mecha-

nism described above is more efficient over land than

over the ocean because one can expect a larger fraction

of the absorbed insolation to be converted to atmos-

pheric sensible heat over a land surface. However, if an

initial warming causes a reduction in polar sea ice

coverage, then additional warming of the surface air

Fig. 2. Time variations in the strength of the Northern Hemisphere

polar amplification signal as measured by the ratio of the SAT

response of the region 67jN–90jN to the SAT response of the

region 30jS–30jN. Values for the R15 (open circles) and R30

(solid squares) climate change experiments are calculated from

ensemble mean decadal averages shown in Fig. 1.
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can be expected via a different mechanism. Since the

removal of the insulating sea ice permits much more

heat to pass from the ocean to the atmosphere, espe-

cially during winter, SATs warm relative to what

would otherwise be the case. However, sea ice dynam-

ics and the effect of meltwater on ocean circulation

may diminish the feedback. Model studies have shown

that the magnitude of the sea ice feedback is dependent

upon the details of the sea ice model formulation and

the control model’s sea ice distribution (e.g., Ingram et

al., 1989; Rind et al., 1995, 1997).

The finding that the global mean, annual mean

SAT responses of the two GFDL models are similar,

but some differences exist in the extent of the polar

amplification of the surface warming, is broadly

consistent with analyses of the response of a pair of

Hadley Centre models of different resolution to

increased levels of atmospheric carbon dioxide

(Senior, 1995) and the response of the ECHAM4

model at different resolutions (May and Roeckner,

2001). As is the case in this study of the GFDL

models, the lower resolution Hadley Centre and

ECHAM4 models exhibit larger wintertime polar

amplification signals than their higher resolution com-

panions. Senior also attributed the different equili-

brium responses of the two Hadley Centre models to

differences in the control models’ sea ice simulations

and the related influences on the sea ice albedo feed-

back effect. May and Roeckner speculated that the

warmer present-day climate simulated in their high-

resolution atmospheric model led to less snow cover

and thus a less effective albedo feedback than in their

lower resolution coupled model. That the lower res-

olution GFDL, Hadley Center and ECHAM4 control

models all produce climates that are predisposed to

yield stronger albedo feedbacks than their respective

higher resolution companion models may be fortui-

tous and not directly related to resolution differences.

Additional experiments are under consideration to

better quantify the role of albedo feedback mecha-

nisms on the GFDL models’ climate sensitivity.

3.1.3. Spatial variations in SAT responses

Figs. 3 and 4 depict how the R15 and R30 zonal

mean SAT responses vary with latitude for two 25-

year periods (1990–2014 and 2065–2089). The

response is defined as the change relative to the

respective control model integration. The earlier time

period (Fig. 3) was selected because it contains the

present, and the later period (Fig. 4) was chosen

because it includes the end of the model integrations

when the climate response is greatest. Maps of the

Fig. 3. Zonal mean SAT responses for the (a) R15 and (b) R30 climate change experiments averaged over the scenario time period 1990–2014.

Ensemble mean values are shown by the solid black line. Gray areas encompass the range of SAT responses produced by the ensemble

members. For each climate change experiment, SAT responses were calculated by averaging zonal mean SATs over the period of interest, and

then subtracting the zonal mean SATs averaged over the corresponding 25-year period of the control model. Ensemble means were calculated by

averaging the SAT responses of the six R15 and three R30 experiments.
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geographical variations in modeled SAT responses for

the 25-year period 2065–2089 appear in Fig. 5.

The results of the R15 and R30 models are broadly

similar over latitudes ranging from f 30jS to the

North Pole. Strong warming over the Arctic and the

northernmost continental regions is a feature common

to both models, as is a relative minimum located in the

North Atlantic between 50jN and 60jN. South of
f 40jS, the two models respond somewhat differently

to the transient radiative forcing scenario. Some differ-

ences also exist in the tropical Pacific, where the pattern

of enhanced warming of sea surface temperatures

(SSTs) and SATs resembles the R30 model’s El Niño

state, as was discussed by Knutson and Manabe (1998)

for the earlier GFDL_R30a model version. In addition,

in the R30 scenarios, a larger difference exists between

the SAT responses over the North Atlantic and North

Pacific than in the R15 ensemble.

Interpolating the R30 ensemble mean SAT re-

sponse results to the R15 grid and then computing

the pattern correlation with the R15 model yields an

overall global spatial correlation of 0.77 for the 2065–

2089 time period. The correlation of the R15 and R30

SAT responses over the domain extending from 40jS
to 90jN is 0.86 for this period.

The general pattern of the R30 experiments’

zonally averaged SAT responses is similar during both

of the 25-year periods shown (Figs. 3b and 4b). The

smallest zonally averaged warming responses are

found at f 57jS. Zonal mean SATs in the latitude

range of f 20jN–37jN warm more slowly than

elsewhere in the Northern Hemisphere. The largest

zonal mean warming responses are found in the high

latitudes of both hemispheres, with the Arctic warm-

ing being the greatest, especially during the 2065–

2089 period. A large increase in warming poleward of
f 60jN emerges during the late 21st century.

Although more experiment-to-experiment variations

are seen in the high latitudes during the earlier of the

two 25-year periods, there is no significant change in

inter-experiment variability.

An especially large amount of inter-experiment

variability is seen in the R15 model’s SATs in the

higher latitudes of the Southern Hemisphere. This is

associated with a low-frequency oscillation that occurs

in the R15model’s Pacific sector of the Southern Ocean

and the Ross Sea. This feature, which has a character-

istic time scale of more than a century, is not believed to

have a real-world counterpart, and has not been as

prevalent a feature in GFDL’s other R15 and R30

coupled climate models. The presence of this feature

in the R15 control run is believed to be linked to ocean

simulation deficiencies. In particular, the R15 control

integration develops more extensive Southern Hemi-

sphere sea ice coverage than is observed (andmore than

in the R30 model). Additionally, this region of R15

model’s ocean is less stratified than observed. The low-

frequency SAT variability associated with this model

Fig. 4. Same as Fig. 3, but averaged for the time period 2065–2089. Note that y-axis scale differs from that used in Fig. 3.
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phenomenon also contributes to the experiment-to-

experiment range of responses referred to in Section

3.1.1.

For the period 1990–2014, much less of a warm-

ing response is seen in the southern high latitudes of

the R15 experiments than in the R30 runs. However,

during the 2065–2089 period, the R15’s southern

high-latitude warming is greater than the R30’s. Hav-

ing started with more southern sea ice, the R15

simulations have more opportunity for positive ice

feedbacks as the transient radiative forcing grows in

the 21st century. In addition, the freshening of surface

waters associated with the melting of more southern

sea ice in the R15’s experiments contributes toward

Fig. 5. Annual mean surface air temperature responses for the period 2065–2089, averaged over (a) the six R15 climate change experiments and

(b) the three R30 climate change experiments. The difference (R15�R30) is shown in (c). The R30 results were interpolated to the R15 grid

before differencing. The contour interval is 1.0 K.
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increasing the ocean stratification, which reduces the

Southern Ocean ventilation processes that take up and

sequester excess (GHG-related) atmospheric heat.

In the R15 and R30 model experiments, the warm-

ing response in the Southern Hemisphere’s high-

latitudes lags that projected to occur in the northern

polar region. This interhemispheric asymmetry has

been noted previously in transient climate change

studies at GFDL (Bryan et al., 1988; Stouffer et al.,

1989) and elsewhere. The interhemispheric asymme-

try has been linked to air–sea heat exchange in the

Southern Ocean. The thermal inertia is in part related

to greater ocean surface area existing in the Southern

Hemisphere than in the Northern Hemisphere. Addi-

tionally, areas of very deep and rapid vertical mixing

are simulated in the models’ Southern Ocean (perhaps

more so than actually occurs). This extensive amount

of ocean ventilation provides the atmosphere with a

large reservoir of water with which to equilibrate.

Deep ocean mixing processes in both hemispheres

introduce multi-century or longer equilibration time

scales to the global climate system. As an illustration

of the lag introduced by deep ocean mixing, experi-

ments conducted at R15 resolution suggest that global

mean SATs would ultimately equilibrate at a level
f 1.0 K warmer than present if GHG and tropo-

spheric sulfate aerosol levels were to remain fixed in

time at current levels (Wetherald et al., 2001).

As shown in Table 1, somewhat more year-to-year

variability is present in the R30 control model’s time

series of annual mean, global mean SATs, than is the

case for the R15 control model segments studied here

(r = 0.10 K for the R15 and r = 0.14 K for the R30).

That the R30’s tropical SAT variability exceeds the

R15’s largely stems from the R30 model producing an

ENSO-like phenomenon of similar magnitude as that

which is observed. However, deficiencies exist in the

spatial pattern of the R30 model’s ENSO and in the

unrealistically long (f 8–9-year) time scale of the

modeled oscillation (Delworth et al., 2002). The ampli-

tude of the ENSO-like feature in the GFDL_R15_b

model studied here is much less than observed, as was

the case for the earlier GFDL_R15_a control model

(Knutson et al., 1997). The standard deviation of the

Table 1

Standard deviations of the annual mean surface air temperature time

series for the R15 and R30 control models

R15 (in K) R30 (in K)

Global 0.10 0.14

Northern Hemisphere 0.12 0.17

Southern Hemisphere 0.15 0.14

Low latitudes (30jS–30jN) 0.10 0.19

Arctic (>67jN) 0.48 0.54

Fig. 6. Zonal mean SAT responses computed over land (green squares) and sea (blue diamonds) for the (a) R15 and (b) R30 climate change

experiments averaged over years 2065–2089. Solid squares and diamonds represent the ensemble mean value. Open squares and diamonds

show the range of SAT responses produced by the ensemble members.
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R30’s Arctic SAT time series is somewhat larger than

that of the R15 control run. In the R30 model, the

Northern Hemisphere SAT variability is greater than

that of the Southern Hemisphere, while the reverse is

true for the R15 model, due to the previously men-

tioned spurious low-frequency variability present in

the R15 model’s Southern Ocean region.

As apparent in Fig. 5, for a given latitude, modeled

temperature increases tend to be more pronounced

over land than over the ocean. However, this relation-

ship does not hold everywhere. Fig. 6 shows the two

models’ zonally averaged SAT responses over land

and sea for the period 2065–2089 (same time period

as Figs. 4 and 5). Note that in both models, the zonal

mean SAT responses are most similar over land and

ocean near the equator. In addition, as Arctic sea ice

melts in the climate change scenario, surface air

temperatures over the high northern oceans exhibit a

larger warming response than that seen over the

northernmost land areas. Strong warming over the

high-latitude oceans can be attributed in part to the

large fluxes of heat from the ocean to the atmosphere

that emerge when insulating sea ice melts away.

The R15 model’s zonal mean temperature res-

ponses yield smoother curves (Fig. 6) than do those

produced in the R30 climate change simulations.

Relative minima in ocean surface warming that appear

at f 57jS and 30jN in the R30 are not evident in the

R15 results. The smoother R15 results are in part

related to higher amounts of sub-grid-scale diffusion

in the lower resolution ocean model. That the R30

model exhibits an El Niño-like pattern in the SST

response to the climate change forcing contributes to

low-latitude variations.

4. Arctic sea ice volume

Sea ice thickness, but not fractional coverage, is

predicted by the model’s sea ice code, which includes

simple ice thermodynamics and advection by surface

ocean currents. Northern Hemisphere sea ice extent as

simulated in a climate change experiment conducted

using the earlier GFDL_R15_a model was reported by

Vinnikov et al. (1999). In that study, good agreement

with observations was found for both the model’s

mean sea ice extent and the decrease in coverage seen

during the second half of the 20th century.

For the relatively simple sea ice model employed

in the GFDL coupled model calculations, the interplay

between high-latitude spatial filtering and the criterion

selected for the binary determination of whether a grid

cell is covered by sea ice or not can complicate the

definition of sea ice extent and its variability (Moritz

and Bitz, 2000). Here, these potential complicating

factors are largely avoided by examining annual mean

sea ice volume, as opposed to the areal extent of sea

ice coverage. In addition, spatial filtering is limited to

latitude rows poleward of f 68j in the two models

studied here, while the filtering extended to f 51j
latitude in the Vinnikov et al. experiment.

Using data collected from submarines, Rothrock et

al. (1999) estimated that the volume of Arctic sea ice

in the 1990s was only f 60% of that which existed

two to four decades earlier. However, numerical ice–

ocean modeling studies by Holloway and Sou (2001)

suggest that the magnitude of the decrease seen by

Rothrock et al. may have been biased by the sampling

(location and time) associated with the submarine

cruise tracks, as a redistribution of sea ice within the

Arctic may have occurred during the period exam-

ined. The Holloway and Sou modeling studies yield a

more modest 12% reduction of sea ice over the entire

Arctic compared to a 45% loss of sea ice when the

model was sampled at only the submarine locations.

This compares quite favorably with the 48% reduction

observed at these same submarine stations. Winsor

(2001) reported that the Arctic ice did not continue to

thin during the 1990s, contrary to some preliminary

evidence offered by Rothrock et al. Because the

observational record of Arctic sea ice thickness is

quite limited in both spatial and temporal sampling,

uncertainties remain regarding the characteristics of its

multi-decadal natural variability and to what extent

the recent observed trends may be attributed to

anthropogenic forcing or natural variability.

In the R30 control simulation, annual mean values

of sea ice volume poleward of 67jN do not deviate by

more that 20% from the long-term mean, and decadal

averages all lie with 16% of the mean. The R15

control model’s Arctic sea ice is somewhat less

variable than the R30’s. The standard deviation of

the annual mean sea ice volume poleward of 67jN is

25% greater in the R30 control model than in the R15

control model. Note that as a result of the climate drift

that took place during the first thousand years after
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coupling, the annual mean volume of Arctic sea ice in

the R15 control model studied is f 25–30% greater

than that simulated in the R30 control run.

Fig. 7 depicts the decadal variations of the annual

mean volume of Arctic sea ice simulated in the R15

and R30 climate change experiments. When com-

pared to their respective control integrations, more

Arctic sea ice is lost in the R15 climate change

experiments than in the R30 model simulations. This

is true whether the change is expressed as a percent-

age of the control run (as in Fig. 7) or in absolute

terms. From the decade of the 2020s onward, each of

the six R15 climate change experiments has lost a

larger percentage of its Arctic sea ice volume than

have any of the three R30 runs. Although the R15

experiments’ initial Arctic sea ice volume average is

greater than the R30s’, the more rapid loss of ice that

occurs in the R15 model results in less Arctic sea ice

remaining in the R15 experiments by the end of the

climate change simulations. From the 2040s onward,

the ensemble mean absolute volume of Arctic sea ice

simulated to exist in the R30 climate change experi-

ments is greater than that simulated in the R15 runs.

Differences between the ensemble mean R15 and

R30 results seen in Fig. 7 do not appear to be

associated with any cold start bias that might have

been introduced by including the three longer R15

experiments that had transient forcing begin with

1766 conditions rather than 1866. In fact, for the

period 1920–1999, the mean Arctic ice volume for

the two groups of R15 experiments differs by only

0.2%, with the average of the trio that began at 1766

actually being slightly greater (85.6%) than that of

three experiments whose transient forcings began at

scenario year 1866 (85.4%). Over the same 80-year

period, the R30 climate change experiments averaged

93.3% of the control model’s Arctic sea ice volume.

5. Precipitation

5.1. Control models’ precipitation simulations

The globally averaged annual mean precipitation

rate, a gross measure of the overall strength of the

hydrologic cycle, is modeled reasonably well in both

the R15 and R30 models. The average annual global

mean precipitation computed over the 18 years of the

Xie and Arkin (1997) climatology (a blend of satellite,

gauge and model data over the period 1979–1996) is

0.98 m year� 1. This compares favorably to the 0.95 m

year� 1 simulated in the R15 control model (averaged

over 990 model years). In the R30 control model, the

annual mean global precipitation averages 0.91 m

year� 1 (a 315-year mean).

Global mean precipitation increases as the simu-

lated climate warms, bringing the models into even

closer agreement with the observational estimates.

Averaged over the 1979–1995 period, the ensemble

mean global precipitation rate in the R15 climate

change experiments is 0.014 m year� 1 greater than

in the control integration. Similarly, the R30’s annual

mean precipitation rate averages 0.017 m year� 1

greater than its control for the same period.

Maps of annual mean precipitation patterns from

the two GFDL control models and the Xie and Arkin

climatology appear in Fig. 8. Delworth et al. (2002)

present seasonal precipitation maps for the R30

model. Zonal averages of the annual mean precip-

itation are depicted in Fig. 9. The differences that

exist between the R15 and R30 atmosphere–ocean

Fig. 7. Time variations of the volume of sea ice simulated to exist

poleward of 67jN, expressed as a percentage of that present in a

climate change experiment relative to the amount simulated in the

corresponding control run. Ensemble mean decadal average values

are shown for the six R15 (open circles) and three R30 (solid

squares) experiments. Upward and downward pointing triangles

indicate the maximum and minimum values of the ensemble

members (R15 = open triangles, R30= solid triangles).
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GCMs in Fig. 9 are not dissimilar to those presented

by Manabe and Stouffer (1994) for R15 and R30

atmospheric GCMs coupled to mixed layer ocean

models.

Pattern correlations reveal that the two control

model results examined here are more similar to each

other than they are to the observational estimates. The

pattern correlation for the R15 and R30 annual mean

precipitation rate fields is 0.86 when the R30 field is

interpolated onto the R15 grid point locations before

computing the correlation. Somewhat lower pattern

correlations are found for the R15-vs.-Xie–Arkin

comparison (r = 0.75) and the R30-vs.-Xie–Arkin

comparison (r = 0.74) (the observational estimates

were interpolated to the respective model grid before

calculating the spatial correlation).

Fig. 8. Annual mean precipitation distributions from (a) the R15 control model, (b) the R30 control model and (c) the Xie and Arkin climatology.

Units are centimeters per year. Note irregular contour intervals.
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When comparing the coupled model-simulated pre-

cipitation with the Xie and Arkin data set, one should

be mindful that variations in the spatial coverage of the

various data sources used to create the observation-

based precipitation climatology lead to the largest

uncertainties being found over oceans poleward of

60j and in the area of mid-latitude oceanic storm

tracks. More generally, limitations associated with

observing precipitation, a field with much small-scale

variability, leads to uncertainties in global precipitation

climatologies. See Xie and Arkin (1997) for a more

complete discussion of the strengths and weaknesses

of the merged precipitation analysis product.

The higher resolution R30 model yields an im-

proved simulation of some large-scale precipitation

features, including the Intertropical Convergence

Zone. The R30 model also exhibits more spatial

variability than the R15 model. Compared to the

Xie and Arkin data, the lower resolution R15 model

yields too much precipitation in high latitudes. There

is less bias in the R30 model’s high-latitude zonal

mean precipitation. For example, the Xie and Arkin

climatological estimate for the annual precipitation

spatially averaged over the region north of 67jN is
f 0.28 m year� 1. In contrast, the atmospheric com-

ponent of the R15 control model yields 0.50 m year� 1

of Arctic precipitation, while the R30 control model

simulates 0.36 m year� 1.

Compared to the Xie and Arkin climatology, both

of the GFDL models display a tendency to have too

little rainfall over low-latitude ocean regions (Fig. 10).

Zonal averages of the R30 control run’s precipitation

rates over low-latitude land exceed climatological

estimates, while the R15 model’s are comparable to

the climatological values. A bias towards precipitation

preferentially falling over low-latitude land rather than

the ocean is more pronounced in the higher resolution

R30 control integration. This is consistent with the

R30 model’s low-latitude precipitation having higher

spatial variability than the R15, as evident in the

contrast between high-precipitation areas (e.g., the

ITCZ and over some land masses) and drier regions

dominated by subsidence being more pronounced in

the R30 model than in the R15.

Fig. 9. Zonally averaged annual mean precipitation rates computed

from the Xie and Arkin climatology (solid line), the R15 control run

(open circles), and the R30 control run (filled circles). The R15

values are averaged over 990 years and the R30 values are averaged

over 315 years. Xie and Arkin values are averaged over the period

1979–1996.

Fig. 10. A comparison of annual mean precipitation rates over land

relative to precipitation rates over the ocean. Zonal averages of

annual mean precipitation rates over land grid points and over ocean

grid points were computed for both the control models and the Xie

and Arkin climatology. The ratios were computed as the land

precipitation zonal mean divided by the ocean precipitation zonal

mean. R15 model results are shown as open circles; the R30 results

as solid squares and the Xie and Arkin climatology as �.
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While a better defined ITCZ is not unexpected

when going from low to medium resolution, the

reasons that both GFDL models exhibit a bias toward

too much low-latitude rainfall over land are less clear

and would require additional experiments to deter-

mine with certainty. Since interactions and feedbacks

between the land surface and atmospheric model

components can influence many simulated features

(see Betts et al., 1996, for a review) one could

speculate that the specifics of the soil hydrology,

boundary layer, cloud prediction and moist convective

adjustment schemes (the latter not being very scale

selective), could play a role in yielding the land/sea

precipitation bias. That the topography is better

resolved in the R30 model also may contribute to

increased orographic precipitation in some low-lati-

tude land areas.

5.2. Precipitation response to GHG forcing

The response of the globally averaged annual mean

precipitation rate is very similar in the R15 and R30

climate change forcing experiments (Fig. 11). Com-

pared to their respective control integrations, the

ensemble mean global precipitation rates during the

decade 2000–2009 are enhanced by 2.6% (R15) and

2.8% (R30). The hydrologic cycle continues to

become more vigorous throughout the 21st century.

During the decade of the 2050s, simulated global,

annual mean precipitation rates are about 5.5% greater

than in the control models. This difference grows to
f 8% for the 2080s. Compared to several other

coupled climate models, the earlier GFDL_R15_a

model has been shown to be among the models that

produced the largest increase in global precipitation in

transient forcing experiments (Räisänen and Palmer,

2001; Covey et al., 2003).

While the globally averaged annual mean precip-

itation rate responses are nearly identical in the R15 and

R30 models, substantial differences exist between the

zonal mean responses produced by the two models

(Figs. 12 and 13). As the simulated climates warm, the

R30 model displays a larger precipitation response in

the equatorial latitudes than does the R15 model.

Confining the area of interest to the zonal band extend-

ing fromf 4.5jS to 4.5jS, we note that over the period
1990–2014, the R15 model’s annual precipitation rate

averages 0.04 m year� 1 above that simulated in the

control (a 3.3% increase). In the R15 climate change

experiments, this response grows to an average of 0.12

m year� 1 for the period 2065–2089 (an 8.9%

increase). In contrast, the R30 model’s annual mean

precipitation rate in this equatorial zone is already 0.12

m year� 1 greater than in its control during the 1990–

2014 averaging period (a 7.7% increase). Averaged

over the period 2065–2089, the R30 model’s equato-

rial precipitation response is 0.36 m—three times

greater than that simulated in the R15 model for the

same time and a 23.4% increase over the R30 control.

The largest increases in R30 precipitation field occur in

a region centered near the Equator and 180j longitude,
with a lobe extending southeastward to Tahiti.

In the zonal mean, reductions in precipitation can

be seen in the subtropical latitudes of the R30 climate

change simulations. By the end of the integrations, an

Fig. 11. Time variations of the modelled precipitation rate response

to the imposed climate change forcing scenario. Decadal mean

precipitation rate responses are plotted, expressed as a deviation of

that simulated in a climate change experiment relative to that

simulated in the corresponding control run. Ensemble mean decadal

average values are shown for the six R15 (open circles) and three

R30 (solid squares) experiments. Upward and downward pointing

triangles indicate the maximum and minimum values of the

ensemble members (R15 = open triangles, R30 = solid triangles).
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area where precipitation decreases by more than 0.40

m year� 1 is simulated for a part of the western South

Pacific, extending southeastward from the Solomon

Sea to a point near 25jS and 180j longitude. Such a

well-defined feature does not appear in the R15. The

changes in the R30 model’s Pacific low-latitude

precipitation patterns are consistent with the region

of strongest precipitation moving eastward during the

climate change scenario experiments, from the west-

ern tropical Pacific towards the dateline as the surface

waters warm more in the eastern and central tropical

Pacific than in the western tropical Pacific.

Fig. 12. Zonal mean precipitation responses for the (a) R15 and (b) R30 climate change experiments averaged over the scenario time period

1990–2014. Ensemble mean values of the response in units of centimeters per year are shown by the solid black lines. Gray areas encompass

the range of zonal mean precipitation responses produced by the ensemble members. For each climate change experiment, responses were

calculated by averaging zonal mean precipitation rates over the period of interest, and then subtracting the average zonal mean value computed

over the corresponding 25-year period of the control model. Ensemble means were calculated by averaging the precipitation responses of the six

R15 and three R30 experiments. Diamonds denote the ensemble mean responses expressed as a percent change relative to the control model.

Fig. 13. Same as Fig. 12 but averaged for the time period 2065–2089. Note that the y-axis scale is different in Fig. 12.
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Modeled annual mean precipitation rates also

increase markedly in the Arctic as atmospheric green-

house gas levels rise. For the periods 1990–2014 and

2065–2089, the ensemble mean responses of the R15

model experiments averaged over the region poleward

of 67jN exceeded that of the control model by 0.04

and 0.12 m year� 1, respectively (8% and 24%

increases relative to the control). For the same times,

the R30 model’s ensemble mean responses are 0.02

and 0.09 m year� 1 (6% and 26%). Thus, in absolute

terms, Arctic precipitation increases more in the R15

model than in the R30 model, although in terms of

percentage change relative to their respective control

experiments, the two models yield similar responses.

6. Atlantic meridional overturning circulation

The potential for the North Atlantic thermohaline

circulation (THC) to weaken in response to green-

house gas-induced climate change and the possible

implications of such a weakening on regional and

global climate have intrigued researchers for several

years (Broecker, 1987). This meridional overturning

circulation, characterized by northward-moving warm

surface waters and a return flow of cooler, salty water

at depth, plays an important role in poleward heat

transport in the climate system. A wide range of THC

responses has been simulated in coupled climate

model experiments conducted at various research

centers (Kattenberg et al., 1996), with some models

exhibiting dramatic decreases in the strength of the

overturning circulation, while others show only slight

weakening.

The strength of the North Atlantic THC simulated

in control experiments also varies among different

coupled models (Gates et al., 1996; McAvaney et al.,

2001), with many being outside the range of 13–18

Sverdrups (1 Sv = 106 m3 s� 1) estimated to be repre-

sentative of late 20th century conditions (Schmitz and

McCartney, 1993). The strength of the THC in the

R15 coupled model examined here averages 14.9 Sv,

while the R30 control model’s THC averages 25.6 Sv

over the period studied. The index we use to indicate

the THC strength is the maximum value of the stream

function representing the meridional circulation com-

puted across the North Atlantic from the annual mean

northward component of a model’s velocity field. The

THC index is related to the rate of North Atlantic

Deep Water formation, which in these two models

occurs primarily in the Labrador Sea and south of

Greenland. In reality, a larger fraction of deepwater

formation occurs north of the ridges that separate the

Greenland, Iceland and Norwegian Seas from the

main body of the Atlantic.

Marked weakening of the THC is simulated to

occur during the 21st century in all of the GFDL

climate change scenario experiments. Expressed as a

percentage of their respective control model integra-

tions, the responses of the R15 and R30 models are

similar, with the R30 exhibiting slightly less weaken-

ing on average (Fig. 14). However, the R30 model

simulates larger reductions in the overturning circu-

lation when expressed as the change in volume per

unit time. The ensemble mean responses of both

models reveal less than a 10% decrease in the THC

Fig. 14. Time variations of the North Atlantic meridional over-

turning circulation’s response to the imposed climate change forcing

scenario. Decadal mean responses are plotted, expressed as a per-

centage change relative to the long-term mean of the corresponding

control run. Ensemble mean decadal average values are shown for

the six R15 (open circles) and three R30 (solid squares) experi-

ments. Upward and downward pointing triangles indicate the

maximum and minimum values of the ensemble members (R15 =

open triangles, R30 = solid triangles). The R15 control model’s

long-term mean overturning is 14.9 Sv and the long-term mean for

the R30 control is 25.6 Sv.
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index by the 1990s. More rapid weakening occurs

during the 21st century. In the decade of the 2020s

(during which the effective CO2 levels reach twice

that of the control model) the R15 model’s THC had

on average weakened by 27% (4.0 Sv) and the R30

model by 19% (4.9 Sv). By the 2080s, the R15

ensemble mean THC index is 48% (7.2 Sv) less than

its control, while the R30 model is 38% (9.6 Sv)

weaker than its control.

Relatively large amounts of THC decadal variabil-

ity are present in the control integrations of the R15

(DL99) and R30 (Delworth et al., 2002) models. This

variability is evident in decadal mean responses

shown in Fig. 14. During the 17 decades shown, the

range (the difference between the largest and smallest

responses of the ensemble members) of the six R15

experiments’ THC response averaged 2.1 Sv. Among

the three sets of R30 decadal mean responses, the

range averaged 2.6 Sv. The standard deviation of the

time series of the R30 control model’s annual mean

THC index (2.2 Sv) is greater than that of the R15

control model (0.8 Sv).

As shown in DL99, the R15 model’s THC re-

sponse is insensitive to whether the scenario experi-

ments were initialized with 1765 or 1865 conditions.

In fact, over the period 1920–2089, the average

THC index of the three scenario experiments that

began at 1866 was 0.3 Sv less than that of the three

scenario experiments initialized with 1766 radiative

forcing conditions. This difference is mostly attrib-

utable to one 1866 ensemble member in which the

THC began to weaken a couple of decades earlier

than in the other R15 climate change scenario experi-

ments.

The question of what surface forcing changes cause

the THC to weaken in the R15 transient climate change

experiments was addressed by Dixon et al. (1999).

They found that changes in surface freshwater fluxes

(precipitation, evaporation and runoff from land) are

the primary reason that the model’s THC weakens,

accounting for about two-thirds of the reduction simu-

lated for the latter half of the 21st century. Surface heat

flux changes also contribute to a diminishing of the

THC’s strength, but are of secondary importance.

Climate change-induced wind stress variations have

minimal impact on the R15 model’s THC. Similar

analyses that will quantify the impact of the different

surface flux changes on the R30 model’s THC are

underway (additional model simulations were per-

formed for this ongoing analysis).

As noted in the recent studies by Mikolajewicz and

Voss (2000), Gent (2001) and Thorpe et al. (2001),

coupled model projections of how the North Atlantic

THC will respond to climate change forcing scenarios

yield varying results and are dependent upon several

factors. That model THC simulations can be sensitive

to variations in inter-basin exchange of water vapor,

river outflow, sea ice export from the Arctic, model

bathymetry and details of regional precipitation and

evaporation patterns suggests that additional research

is required to reduce the uncertainties associated with

projections of the 21st century North Atlantic THC

circulation.

7. Summary

In this paper, we compare the responses of two

coupled climate models to a specified scenario of

transient radiative forcing. Analyses focus on the time

extending from the early 20th century through the late

21st century. The two models examined, GFDL R15

and R30 coupled models, combine atmosphere and

ocean general circulation models with simpler models

of sea ice and land hydrology. Spatial resolution is the

primary difference between the two models, with the

R15 model having the coarser resolution of the two.

The same physical parameterization schemes are used

in both models. Rather than relying on a single

experiment to define a model’s response to the tran-

sient forcing scenario, small ensembles of experi-

ments (six for the R15, three for the R30) are

examined to better determine the mean response and

the range of responses that can be produced by the

models.

In many regards, the climate sensitivities of the two

models are comparable. The responses of global mean

surface air temperature are similar through the early

21st century. Later in the scenarios, the R15 experi-

ments display somewhat more warming than do the

R30 experiments. That the R15 results exhibit some-

what greater global warming and more polar amplifi-

cation of the warming signal is likely in part to be due

to the R15 control experiment having a cooler control

state than the R30 control experiment. Having been

initialized from a control climate with more snow and
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ice, the R15 has a greater capacity for positive albedo

feedbacks.

Both the R15 and R30 models simulate sizeable

reductions in the volume of Arctic sea ice to occur in

the 21st century, with the R15 exhibiting a somewhat

larger response, both in terms of percentage reduction

and the absolute volume of Arctic sea ice decrease.

Control state biases that lead to excessive high-

latitude precipitation and too little equatorial rainfall

were reduced in going from the coarser resolution R15

model to the R30 model. Increased spatial variability

and a more well-defined ITCZ are evident in the R30

model’s precipitation field and are likely related to

increased atmospheric spatial resolution. Compared to

the observational climatology of Xie and Arkin

(1997), both control models appear to have a bias in

the tropics of too much rainfall over land and too little

over the oceans. Global mean precipitation responses

to the transient radiative forcing are similar (f 8%

increase by the 2080s). However, the R30 experi-

ments have a larger precipitation response near the

equator than is evident in the R15 simulations.

The North Atlantic overturning circulation is stron-

ger in the R30 model than in the R15. Both models

simulate a marked decrease in the strength of this

Atlantic overturning circulation as the climate warms.

Expressed as a percentage of the average THC

strength of their respective control runs, the R15

model’s THC weakens somewhat more than the R30

model’s during the 21st century. The North Atlantic

THC displays a substantial amount of multi-decadal

variability in both models.

Efforts such as CMIP (the Coupled Model Inter-

comparison Project ) (Covey et al., 2003) that foster

the collection and analysis of climate change simu-

lations produced by coupled climate models devel-

oped at different institutions have been successful at

exposing model-to-model simulation differences.

Such analyses can lead to much speculation regarding

which differences in the models’ formulation and

construction are responsible for the differences evi-

dent in the model-simulated climates. Often, the

specific reasons for the model simulation differences

cannot be identified with certainty, because of the

many differences in model configurations and the

codes used in building the various coupled models.

By limiting our focus here to two GFDL coupled

models that share the same model code and physical

parameterizations, the prospect for determining the

reasons for differences in the two models’ climate

change responses is improved. However, we find that

in some cases additional experiments will be required

to make such determinations in an unambiguous and

quantitative manner.

For example, it is very likely that, compared to the

R30 model, the R15 control experiment’s cooler

control climate leads to more efficient albedo feed-

backs associated with somewhat stronger global

warming and polar amplification of the warming

signal. However, additional experiments would be

needed to isolate and quantify the roles of the mod-

eled sea ice and snow albedo feedback mechanisms.

Similarly, with the experiments on hand, one cannot

determine quantitatively to what extent the soil

hydrology, moist convective adjustment and other

parameterization schemes interact with changing spa-

tial resolution to contribute to an apparent bias for too

much precipitation to fall over low-latitude land

masses.

Such results highlight the value of considering a

wide range of factors when developing coupled

climate models for use in generating climate change

scenario projections. For example, in addition to

judging a control experiment by more traditional

metrics such as the distribution of surface air temper-

ature and sea ice, one should consider the distribution

of snow on the ground and high-latitude albedos,

since they can influence the model’s climate sensi-

tivity through positive feedback loops. While not a

novel observation, an increased appreciation of fac-

tors such as these will be useful as the next generation

GFDL coupled climate model, one with more com-

plex physical parameterizations and higher spatial

resolution, is developed and its simulated climate

assessed.
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