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ABSTRACT

A series of one-month forecasts were carried out for eight January cases, using a particular prediction model
and prescribing climatological sea-surface temperature as the boundary condition. Each forecast is a stochastic
prediction that consists of three individual integrations. These forecasts start with observed initial conditions
derived from datasets of three meteorological centers. The forecast skill was assessed with respect to time means
of variables based on the ensemble average of three forecasts. The time or space filter is essential to suppress
unpredictable components of atmospheric variabilities and thereby to make an attempt at extending the limit
of predictability. The circulation patterns of the three individual integrations tend to be similar to each other
on the one-month time scale, implying that forecasts for the 10 day (or 20 day) means are not fully stochastic.
The overall results indicate that the 10-day mean height prognoses resemble observations very well in the first
ten days, and then start to lose similarity to real states, and yet there is some recognizable skill in the last ten
days of the month. The main interests in this study are the feasibility of one-month forecasts, the adequacy of
initial conditions produced by a particular data assimilation, and the growth of stochastic uncertainty. An
outstanding problem turns out to be a considerable degree of systematic error included in the prediction model,
which is now known to be “climate drift.” Forecast errors are largely due to the model’s systematic bias. Thus,
forecast skill scores are substantially raised if the final prognoses are adjusted for the model’s known climatic
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drift.

1. Introduction

A preliminary study of one-month forecasts (Mi-
yakoda et al., 1983) has revealed that a pronounced
blocking event of January 1977 was successfully re-
produced by some general circulation models (GCM)
but not by others, suggesting that the models with rel-
atively high spatial resolution as well as refined subgrid-
scale parameterizations are essential for simulating
slowly varying planetary waves (Bengtsson, 1981). The
reason for the need of such a high quality (realistic)
GCM for monthly forecasts is that forecasts start from
real initial data and that the initial conditions are
dominant factors in the dynamics in a subsequent
month or so. However, models are basically different
from reality, and therefore prediction models should
handle this discrepancy properly without damaging
crucial components contained in the initial state. In
other words, a model’s imperfection is unavoidable,
but the gap between the model and nature should not
be excessively large.

Based on this consideration, a particular GCM was
selected and frozen in 1980. Since then, this model has
been applied to 30-day integrations for eight January
cases. The main objective is to investigate the feasibility
of one-month forecasts based on a dynamical approach.

In order to extend the forecast range beyond the
limit of deterministic predictability, i.e., about two
weeks (Lorenz, 1982), two factors, at least, have to be
taken into account, that is, the time average and the

ensemble average of stochastic forecasts. The time av-
eraging process is essential to filter out the possibly
unpredictable high-frequency components of atmo-
spheric circulation and to retain slowly varying com-
ponents (Smagorinsky, 1969; Gilchrist, 1977). As dis-
cussed by Blackmon et al. (1977) and Shukla and Mo
(1983), the low-pass variances are particularly domi-
nant in the blocking prone areas. In fact, the simulation
of blocks is one of the major tasks of long-range fore-
casts (Gilchrist, 1982; Shukla and Gutzler, 1983). The
stochastic forecast process is necessary to determine
the probabilistic mean and its scatter (Epstein, 1969),
though the stochastic process alone may not extend
the predictability range. In this study, three different
initial conditions are used for these processes. An aspect
of interest is to see to what extent the three forecasts
(realizations) are separated in the monthly time scale.
Another objective of this study is to investigate the
adequacy of initial conditions for the one-month fore-
casts. The assessment is made by comparing three
forecasts based on the analyses produced by different
four-dimensional data assimilations at three centers.

2. Design of experiments

a. Prediction system

The GCM is approximately the same as the one used
in the pilot study (Miyakoda et al., 1983), i.e., the
N48L9-E. The finite difference method is used with
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the N48 horizontal resolution and nine vertical levels,
where the N48 denotes 48 equally spaced gridpoints
between a pole and the equator (1.875° meridional
distance). The E-type subgrid-scale physics (Miyakoda
and Sirutis, 1977, 1984) consists of the turbulent clo-
sure formulation with hierarchy level of 2.5 of Mellor-
Yamada (1974), the Monin-Obukhov similarity
scheme of the surface boundary layer flux, moist con-
vective adjustment as the cumulus parameterization,
nonlinear viscosity for the lateral diffusion, and heat
conduction in the soil. Perhaps it may be useful to note
that the important processes missing in this model are
diurnal variation and cloud-radiation interaction. It
is also noted that the following minor differences exist
between this model and the one in the pilot study. The
roughness over mountains is increased based on the
formulation of C. T. Gordon (personal communica-
tion, 1980); the lower boundary condition for soil tem-
perature at the 5 meter depth is specified by the cli-
matological annual mean surface temperatures as a
function of spatial coordinate, whereas the previous
model employed a constant, i.e., 280 K everywhere;
and the snow forecasts are based on the method de-
scribed in Miyakoda and Strickler (1981).

Boundary forcing over the ocean is specified by the
climatological norm of sea surface temperature that
changes with season. In the initial condition, soil mois-

ture and snow/ice cover are the climatological norms

of January taken from the GCM climate study (Man-
abe et al., 1974).

b. Cases and initial data

Eight January cases are taken from 1977 to 1983
(Table 1). Seven cases have approximately 1 January
as the initial time, except the year 1979. Each case
includes three initial conditions, which were derived
from the analyses produced by four-dimensional data
assimilation schemes of GFDL (Geophysical Fluid
Dynamics Laboratory), NMC (National Meteorolog-
ical Center), and ECMWF (European Centre for Me-
dium-Range Weather Forecasts). In Table 1, these ini-
tial conditions are listed by the A, B and C in the col-
umn of Level III dataset. Note that Level III denotes
the so-called gridded analysis, in contrast to the original
observations, denoted by Level I or 1.

The initial condition A is based on the GFDL Level
III data. For the first four cases (1977-79), the data
assimilation scheme is the FGGE system (Ploshay et
al., 1983; Stern et al., 1984), which is denoted by the
GFDL-1, while for the last four cases (1980-83), the
scheme is the post-FGGE system (Puri and Stern,
1984), denoted by GFDL-2. In the GFDL four-dimen-
sional data assimilation, a continuous data insertion

method has been used consistently. The post-FGGE -

scheme has been improved by applying a linear normal-
mode initialization to the injected data increments and
using a wider range of data collection for the deter-
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TABLE 1. Cases and initial data.
Level Il data
number| initial time A B C
OOGMT 1 JAN 1977 GFDL-1
1 - NMC
OOGMT 2 JAN 1977 GFDL-1
12GMT 31 DEC 1977 GFDL-1
2 OOGMT 1 JAN 1978 NMC
12GMT 1 JAN 1978 GFDL-1
QOGMT 1 JAN-1979 GFDL-1
3 : WG
" ECMWF
00GMT 16 JAN 1979 GFDL-1
4 ; NMC
” ECMWF
OOGMT 1 JAN 1980 GFDL-2
5 , W
" ECMWE
12GMT 1 JAN 1981 GFDL-2 :
6 0OGMT 1 JAN 1981 NMC
" ECMWF
OOGMT 1 JAN 1982 GFDL-2
7 " NMC
" ECMWE
00GMT 1 JAN 1983 GFDL-2
8 " NWC
. " ECMWF

mination of insertion data. Note that the GFDL-2 in-
corporates the observed SST (sea surface temperature),
prepared by R. Reynolds, Climate Analysis Center,
Washington, DC, for the lower boundary condition.

The initial condition B is based on the NMC Level
III data, and the initial condition C is based mostly on
the ECMWF Level III data, though the first two cases
are substituted by the GFDL-1 (see Table 1).

The NMC and the ECMWF datasets are the oper-
ational products, except for the 1979 of ECMWF. The
global (operational) Level III data have been available
only since 1977 from NMC and since 1980 from
ECMWEF. These constraints led us to determine the
selection of sample cases in this study. The data analysis
schemes of these two centers use the intermittent data
assimilation method and have been continually im-
proved in these years. In particular, during the period
before and after the FGGE, the schemes have under-
gone extensive modification (see Daley et al., 1985;
Hollingsworth et al., 1985).

The case of 16 January 1979 is the one with which
the ECMWEF had a best 8-day forecast in 1980 (Bengts-
son, 1981). For this reason, and because this FGGE
case has been recommended for a careful and intensive
study by Baumhefner and Bettge (1981) under the aus-
pices of the Working Group on Numerical Experi-
mentation, World Meteorological Organization, this
case was added to this series of experiments.
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FIG. 1. Teleconnection indices for the eight January cases.

¢. Teleconnection indices

In order to depict the characteristic feature of a gen-
eral circulation pattern, Wallace and Gutzler (1980)
proposed a teleconnection index based on the past 30-
year data (see also Esbensen, 1984). These indices ap-
pear convenient and suitable for identifying and clas-
sifying teleconnection patterns. A set of five categories
of indices characterizes a height field. The index is cal-
culated on the basis of a specific formula for the re-
spective category by the use of height values (see Mi-
yakoda and Sirutis 1985). )

Figure | is intended to give an overview of the eight
January cases, using the index for the monthly mean
500 mb geopotential height fields. To explain the dia-
gram, let us take as an example the first case, i.e., Jan-
uary 1977. The geopotential height field is characterized
by a set of five indices, represented by vertical bars in
the figure, labeled by WP (West Pacific), PNA (Pacific-
North America), WA (West Atlantic), EA (East Atlan-
tic) and EU (Eurasia). The values of the bar larger
than 100 and less than —100 are hatched differently
(see Fig. 2).

The observation of Fig. 1 together with the “weather
and circulation” review of Wagner (1977; 1978; 1979;
1980; 1981; 1982) and Quiroz (1983) may suggest the
following.

e Positive indices are dominant, particularly PNA
and WA, indicating that these eight January cases may
belong to a particular climate regime, which is biased
relative to a long term (more than 30 years) climato-
logical norm. In the period of 1977-81, winter tem-

peratures at southwest cities of the United States, for
example, were consistently lower than those in the pre-
vious 5 years, 1971-76 (Namias, 1982).

¢ Investigating the 89-year data, Karl et al. (1984)
found that an uncharacteristic spell of abnormal win-
ters occurred from 1975-76 through 1982-83 as de-
fined by areally averaged temperature over the United
States. Six of eight winters during this period were either
abnormally warm or cold, relatively moderate winters
being 1979-80 and 1981-82.

_® The eight cases include the historic eastern U.S.
cold event in 1977 and the most pronounced El Nifio
phenomenon of 1983. In many aspects, January 1983
was an extraordinary month (Quiroz, 1983).

¢ In all cases, blocking actions are included. The
case of 1982 is the only month close to normal cli-
matology in terms of the teleconnection index. Even
in this case, there is a report about blocking activities
in the Pacific and Atlantic.

» According to meteorological records, the midlat-
itude jets were stronger than normal in most of these
cases with the highest in 1983 and 1977 and the lowest
in 1979 and 1982. The positions of the jet axis were
displaced southward. There were vigorous cyclone ac-
tivities along the storm tracks.

Examples in Fig. 2 illustrate the variability of tele-
connection indices within a month, which were cal-
culated for the running 10-day mean of 500 mb geo-
potential height. These diagrams (not all shown here)
suggested that the cases of steady evolution are January
1977, °78 and ’81, while the cases of abrupt evolution
are 1 January 1979, ’80 and 16 January 1979. The
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FI1G. 2. Variation of teleconnection indices for 10-day running mean of 500 mb
height within a month in two January cases.

January 1982 and 1983 cases do not fit into either of
these two categories. It should be remarked that the
abrupt evolution does not mean rapid fluctuation of
small-scale features, but it corresponds to the sudden
change of blocking activities from Pacific to Atlantic,
for example. The case of January 1977 shows a record
of remarkably persistent circulation patterns.

3. Prognostic maps

In order to present a comparison of the forecast and
the observed maps, first a time-averaging is applied to
the variables, and then ensemble averages are taken
over three realizations. The observations for verification
are provided by the NMC Level III data.

In stochastic forecasts, there are two fundamental
items of prognoses, i.e., the ensemble (probabilistic)
mean (centroid) and its standard deviation (scatter)
(Epstein, 1969; Preisensdorfer and Barnett, 1983). Us-
ing the notation of arithmetic average over three re-
alizations, { ), and an arbitrary variable, x, the former
is written by

RS (3.1)
and the latter is written by
oy (x) = [{(x = ()" (3.2)

M
where ((x — (x))*) = ﬁ1—_1 2 (x — {x))?, M being the

number of samples, i.e., three in this case.

Before proceeding further, let us define other nota-
tions. The arithmetic mean over the eight cases is de-
noted by E( ). Using the time-mean geopotential
height, Z(r), in which ¢ represents the middle of the
averaging period, the height error is expressed by

AZ=Zt)— Z?) » 3.3)
and the height anomaly is expressed by
8 Z=72()—2Z, 3.9)

where the subscripts 7, p and o denote the climato-
logical norm, the prediction and the observation, re-
spectively.

The predicted pattern, represented by the ensemble
average of three realizations of the 20-day mean for
Day 10-30, for example, is denoted by (Z,(20 day)).
In general, forecasts in the ensemble mean height, (Z,),
bear some resemblance to the corresponding obser-
vations, Z,. Another salient feature is that individual -
forecasts for Day 10-30 based on the A, B and C initial
conditions are similar to each other on the one-month
time scale. It would be worthy to note that similarity
among these realizations is more striking than that of
each forecast to the observation, as in Spar et al. (1978).

a. Eight case averages :

The arithmetic averages of geopotential height and
sea level pressure over the eight January cases are com-
pared between forecasts and observed. Then the dif-
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FIG. 3. Eight case averages of the 20-day mean maps of 500 mb geopotential height for the observations (left), and the forecasts (right).
Contour interval is 40 meters. The shaded contour belts are 5000-5040, 5400-5440 and 5800-5840 meters.

ferences between the forecasts and the observations are
calculated. Another aspect of interest is the rms forecast
error of geopotential height. The displays are limited
to only examples of the 20-day mean centered at Day
20 over the Northern Hemisphere.

500 mb height. Figure 3 is the comparison of the 20-
day mean of geopotential height for the observation,
E(Z,), and the forecast, E(Z,). Certain contour belts
of the height fields are stippled for making a pattern
inspection easier.

o Compared with the observation, the forecast height
field is more zonally symmetric, which is often the case
in numerical predictions (see Miyakoda et al., 1972;
Arpe and Klinker, 1986).

¢ The observation in Fig. 3 is more nonzonal than
in the climatological norm, reflecting the fact that
blocking activities were more frequent in these years
than in the normal years.

500 mb height errors. Figure 4 displays two types of
forecast errors. One is the arithmetic mean of height
error, defined by

E({Zyy— Zo)= E(AZ)), (3.5)

which is simply the difference of the height at the right
from that at the left in Fig. 3. Another is the rms error
of forecasts, i.e.,

[E(A(z)))'7?, (3.6)

both for the 20-day mean. The latter may represent
errors for individual cases, which are the major interest
in forecasts.

e In the arithmetic mean error, the negative area

dominates in the Northern Hemisphere, particularly
in the polar region, implying that the forecasts have a
colder tendency compared to reality.
- o There are three major geographical locations of
error, i.e., the negative regions near the Aleutians and
Novaya Zemlya, and the positive region south of the
Aleutians.

¢ There is 2a mathematical relation that the panel at
the right, [E(A(z))*]'%, is larger than or equal to the
panel at the left, EA(z). In the experiment described
in this paper, the mean systematic error is as large as
the rms. This is quite different from daily forecasting
where the systematic error is about 20% of the rms (see
Hollingsworth et al., 1980).

Sea level pressure, Ps;, and errors. A presentation
for Ps; similar to that of 500 mb height in Fig. 3 is
given in Fig. 5. A presentation similar to Fig. 4 is given
in Fig. 6.

e The arithmetic mean error pattern for Pg; has
some similarity to that for Zsq.

e Associated with the orography such as Himalaya,
the Rocky mountains and Greenland, the positive er-
rors appear to be generated in the immediate lee side
and the negative errors follow further downstream.

b. Standard deviations

The standard deviations (stochastic scatter) are pre-
sented below for two variables, i.e., the 500 mb geo-
potential height Z;o0 and the 850 mb temperature Tso.
The latter variable may be of practical interest.
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FiG. 4. Eight-case average of 500 mb height errors for Day 10-30. Arithmetic mean error (left), and rms error (right). Contour interval is 40 meters.
The areas of lower than 80 meters (in left panel) and of higher than 80 meters (in right panel) are stippled.

500 mb heights. Figure 7 shows the géographical dis- The large values of a,(Zse) in Fig. 7a are located
tribution of the scatter of 20-day mean (Day 10-30) predominantly at high latitudes, so far as this variable
geopotential height. The arithmetic average of the is concerned.

scatter over eight January cases is calculated by 850 mb temperature. The temperature at 850 mb is
adopted as representative of thermal distribution in
a7 (2) = [E{{(z— (2Dy*)}I"~ (3.7) the lower part of the atmosphere. The standard devia-
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FIG. 5. Asin Fig. 3 but for sea level pressure. Contour interval is 4 mb.
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FIG. 6. As in Fig. 4 but for sea level pressure. Contour interval is 4 mb.

o°

" Day 10-30

FIG. 7a. Eight-case average of stochastic scatter of geopotential height, o7 (Zsoo)-
Contour interval is 10 meters. The areas of o> 80 meters are stippled. .
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FIG. 7b. Eight-case averages of stochastic scatter of 850 mb temperature, o7(Tgso).
Contour interval is 1°C. The areas of oy > 3°C are stippled.

tion of the eight-case average, a,(Ts0), is shown in Fig,
7b. The large values are predominantly located over
land.

Comments. A salient feature is that the pattern of
ar(Zsoo) is similar to the distribution of low frequency
variance in the upper tropospheric geopotential height
shown by Blackmon et al. (1977) (see also Miyakoda
and Sirutis, 1985). In other words, the areas of large
stochastic scatter are located in the same regions as
blocking ridges. It should be noted, however, that the
scatter for individual cases emerges in a more disor-
ganized way (not shown here), and so do the blocks
for individual cases. ' :

‘The agreement of g, (Zsq) With the blocking region
is not surprising in view of the similar character of
these variables. However, a delicate discrepancy is no-
ticed in the precise position of the Atlantic Ocean and
Ural Mountains maxima. This fact might be related
to the climatic regime of this particular sample; it is
not due to the climatological bias of the model, because
the observational counterpart is similar to the forecast.

4. Verification scores

a. Formulas of the scores

The performance of one-month forecasts is assessed
by two skill scores, i.e., the correlation coefficients of

the geopotential height anomalies (deviation from the
climatological norms) between the forecasts and the
observation, and the root-mean-square (rms) error of
the geopotential heights. The verification is the NMC
Level III data.

This scoring system is exactly the same as that used
in the deterministic medium-range forecasts (Miyakoda
et al., 1972; Arpe et al., 1976). The only difference is
that the time-mean is taken for both the forecast and
the observed data. The time-mean is applied in an at-
tempt to obtain positive skills by filtering out the un-
predictable components (Shukla, 1981; Miyakoda and
Chao, 1982; Mansfield and Palmer, 1983). As discussed
in Miyakoda and Sirutis (1985), the idea is to suppress
baroclinic eddies whose dominant peak in the power
spectrum is 2-8 days. For this purpose, the 10-day
mean is used, and as additional information, the 20-
day and the 30-day means are taken as well.

For the verification calculation, a spatial average is
used, and it is denoted by the bar operator as

where X is an arbitrary variable at the grid point 7, and
m is the map scale factor. Except for mountain areas
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in the lower troposphere, the summation is made over
all Northern Hemispheric gridpoints north of 25°N.

Using this operator, the correlation coefficient for
the anomaly of an individual forecast is given by

3Z,(0) 0 Z0)
[(6Z,)*- (62,1

where the climatological norm for geopotential height,
obtained by Oort and Rasmusson (1971) and Oort
(1983), was used. As an auxiliary score, the correlation
for 10-day mean persistence is used. It is a lag corre-
lation, defined by the formula (4.2) but 6Z,(1) is re-
placed by the observation 6Z,(—5 day), where Z,(—5
day) denotes the average of Z, for ten days from —10
to 0 days. In the same manner, the 20- and 30-day
persistences are based on the 20- and 30-day means of
the observed height from —20 to 0 days, and from —30
to 0 days, respectively.
The rms error is given by

rms = [(AZ)*]'~ 4.3)

For comparison, two auxiliary measures are also used.
One is the persistence, defined by the formula (4.3) but
Z(r)is replaced by Z,(—5 day). The other is the climate
departure, defined by the formula (4.3) but with Z,(¢)
replaced by Z,. These two measures are used as ref-
erences of “no-skill forecasts.”

correlation anomaly =

4.2)

b. Scores for individual cases

Figures 8 and 9 show the correlation coefficients of
the anomalies, and rms error, respectively, for the 500
mb geopotential height in eight January cases. Thick
lines with small circles represent the scores of the en-
semble averages of three realizations, i.e.,

correl. anom. = __%_Z_’? _(SZ_" 4.4)
[(5<Zp>)2 * (520)2]1/2
rms = [(A(Z))Z]”2 4.5)

for the 10-day mean geopotential heights.

In Fig. 8, the vertical bars indicate twice the standard
deviations of the correlation coefficients for three in-
dividual forecasts. These are calculated by

1 M 5 1/2
2X [A_J———l El (corr; — {corr)) ]

(4.6)
where corr is the correlation coefficient for an individ-
ual 10-day mean forecast, Eq. (4.2), and M = 3 in this
case.

In Fig. 9, the degree of stochastic scatters is indicated
by the error variances of three forecasts, e;. According
to Hayashi (1986), the error variance of an M-mean
Monte Carlo forecast, e, is related to the variance
among randomly perturbed forecasts, p,, as

K. MIYAKODA, J. SIRUTIS AND J. PLOSHAY
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ex=(1+M")-p,

where p, is derived from the stochastic scatter as

4.7

1 M ) 1/2
scatter = [ﬁ Ei)(Z,»— (Z}) ] (4.8)

— [<(Z_ <Z>)2>]1/2
=p' 4.9)

There is another statistical quantity, as suggested by
a reviewer, i.e., the differences between two pairs of
forecasts among the N-perturbed forecasts, i.e.,

2 N N
(diff =———— 3 S(Z,~ Z)

NN (4.10)

j=li=j
It is shown (Hayashi, personal communication) that
(diff)? =2 X (scatter)?, 4.11)

and, for any M or N, therefore, we use here the scatter,
Eq. (4.8), and the error variance-e;;, Eq. (4.7). Note
that the formula (4.7) is reduced to that originally de-
rived by Leith (1974) (see Hayashi, 1986, appendix
B). In Fig. 9, the spatially averaged scatters for the 10-
day mean forecasts are shown by the rms of spatially
averaged error variance, &'/2.

Examination of these diagrams may lead to the fol-
lowing conclusions.

e The lengths of the vertical bars in the diagram of
correlation coefficients (Fig. 8) are not particularly
large, indicating the individual forecasts of the 10-day
mean are not widely scattered for the monthly time
scale in terms of correlation coefficients.

e The error variance, &;/2, (Fig. 9) indicates not only
the spread of individual stochastic forecasts, but also
the theoretical forecast error due to the uncertainty in
the initial condition (for sufficient statistical average);
this theoretical error agrees with the real error only if
initial conditions are the only error sources and if the
initial errors are random. Obviously, however, this is
not the case in reality. The rms errors [(A(Z))*]"? in
Fig. 9 are almost always (except for several occasions)
larger than the error variance &;'/2. This may suggest
that there is a large portion of other sources of errors.

o In three cases (1978, 1979 and 1980), stochastic
scatters are not small but considerably large. In the
case of January 1979, for example, as pointed out by
Baumhefner and Bettge (1981) (see also Fig. 2), a rapid
and vigorous evolution occurred on the Alaskan as well
as European blocks during 8-20 January. In this par-
ticular situation, the model is extremely sensitive to
initial states, so that three initial conditions create dif-
ferent courses of evolution in integrations.

e In the first 10 days, forecasts are better than per-
sistence in both skill scores, and then they become
worse in the second and the third 10 days, though not
rapidly. So far as individual cases are concerned, the
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F1G. 10. Ensemble mean skill scores over eight January cases for 500 mb geopotential height. Thick lines connecting
small circles are for forecasts, and thin lines are for persistences. Solid and dashed lines are for the 10-day and the 20-
day mean height, respectively. The scores for the 30 day mean height are plotted at the right-hand side of each diagram.
In the rms diagram, thin dashed—dotted lines are for the climate departure.

predictive skill appears to be independent of the score
of persistence forecast.

e The eight cases include the two El Nifio months
of January 1977 and 1983. Yet the performance of the
model is not bad, in spite of the fact that the clima-
tological SST is used instead of the observed SST (see
Miyakoda et al., 1983).

e The scores for ensemble averages of three realiza-
tions are better in the rms error than the arithmetic
average of those for individual forecasts (not shown
here). It is known that the greater the number of re-
alizations employed, the more the rms values are re-
duced, though within a limit (Leith, 1973; Hayashi,
1986).

Z 1000mb NH
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¢ Interestingly, correlation coefficients for ensemble
averages of three realizations are also slightly better
compared with the arithmetic average of three indi-
vidual coefficients (not shown here), implying that
random errors included in individual forecasts are
canceled in the averaging process.

¢. Averaged scores

Figures 10 and 11 are the arithmetic averages of in-
dividual scores over the eight cases, i.e., E(corr. coeff.)
and E(rms) for the 500 and the 1000 mb levels, re-
spectively.

(90°—25°N)

RMS ERROR (meter)
120 -

110
100~
90—
80
70~
60~
50~
40

30
20 1 ] il

55
30d clim..
.30d persist.

day

FIG. 11. As in Fig. 10 but for 1000 mb geopotential height.
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1) CORRELATION COEFFICIENTS

o All scores except one case are above the persistence
level for the entire month. Only the score for the 10-
day mean of 500 mb height reaches the persistence at
Day 20. The skill is marginal, i.e., 0.2 in the correlation
coeflicient, at the end of month.

o The correlation curves of the 20-day mean height
are consistently but slightly higher than those of 10-
day mean height, indicating that the longer time-mean
extends the limit of predictability further.

 The correlation coefficients for 1000 mb height
appear to be too good even at the end of month. Note,

~however, that the persistence is very high. A test was
carried out, calculating the correlation coefficients
based on the hypothetical climatology of zero, but the
situation was not much different (in fact, even better
in correlation scores). It is speculated that the good
scores are due to the unusual climate regime for these
eight cases.

2) RMS

o For the 500 mb height, the 10-day mean score is
better than the 10-day mean persistence only until 14
days, and it is better than the 10-day mean climate
only until about 7 days..

e Theoretically, the rms error should be lower than
the persistence, if there is no systematic bias in the
GCM (Hayashi, 1986). Figures 10 and 11 indicate,
therefore, that the model must have an appreciable
degree of systematic error.

d. Vertical distribution

Figure 12 shows the time evolution of correlation
coeflicients at various vertical levels. The coefficients
are for the 10-day mean of geopotential height anom-
alies and are obtained by averaging the individual fore-
cast scores over the Northern Hemisphere north of
25°N with respect to eight January cases. The chart
indicates that the scores at the lowest level and in the
300-400 mb layer are relatively high, whereas the scores
at the 500-700 mb layer and in the stratosphere (cal-
culations were made up to the 50 mb level) are lowest.

e. Conclusions of sections 3 and 4

Summarizing sections 3 and 4, it may be stated that
~ (1) overall a marginal skill is found for one-month fore-
casts in the correlation coefficient of the height fields;
(ii) the predictive skill in terms of rms is only recognized
for less than 10~15 days; (iii) initial conditions are cru-
cial elements for monthly forecasts, suggesting that in-
‘ternal dynamics is dominantly important rather than
external forcings (Shukla, 1981); (iv) the stochastic
scatter is not large compared with the interannual vari-
ability (see section 7¢), but not negligible either; (v) the
10-day mean filter appears to be effective to extend the
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FI1G. 12. Time evolution of the forecast skill with height in terms
of correlation coefficients on the 10-day mean geopotential height.
The ordinate is scaled in equal pressure interval (mb).

predictability limit beyond two weeks; (vi) the 20-day
mean score is slightly better than the 10-day mean in
correlation coefficients; and (vii) the GFDL four-di-
mensional data assimilation scheme is equivalent to
other analyses for the purpose of one-month forecasts
(see also Lau, 1984, for the comparable qualities in
other features).

5. Diagnostic of errors
a. Hemispheric or zonal mean error

Figures 13 and 14 display the comparison of tem-
perature and zonal component of wind between the
forecasts and the observations. The variables are av-
eraged monthly and zonally for three realizations and
eight January cases.

The results show that the predicted temperature is
overall lower than the observation, as is usually the
case for almost all GCMs around the world. The cool-
ing is so extensive and intense that a devastating impact
on forecasts is anticipated. Associated with the tem-
perature bias, the subtropical jet is shifted poleward in
the winter hemisphere, whereas the Southern Hemi-
spheric jet is spuriously displaced equatorward. A
question is whether this error can be reduced by a
proper treatment of subgrid-scale processes. According
to Miyakoda and Sirutis (1984), which studied the ef-
fects of parameterizations for the cumulus convection,
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FIG. 13. The monthly and zonal mean of temperatures for prediction (upper), observation
(middle), and difference, i.c., forecast minus observation (lower) with contour intervals of 5°
(upper and middle) and 1° (lower). The abscissa is the latitude, and the ordinate is the pressure
in mb, both at equal intervals. The negative regions are shaded. The positions of subtropic westerly
jets are indicated by W.

the orographic representation, the boundary 'layer which is represented by the rms error of the 10-day
fluxes and the above-boundary-layer turbulent pro- mean temperature, i.e., [E(A(T))*]"2 It may be ap-
cesses, these processes alone cannot eliminate this sys- propriate. and interesting to compare this chart with
tematic error, and other considerations are necessary. the corresponding figure for the time evolution of in-

Figure 15 is the time evolution of temperature error, stantaneous (day-to-day) temperature error in two- .
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RG. 14. The monthly and zonal mean of zonal wind for prediction (upper), observation (middle),
and difference, i.e., forecast minus observation (lower) with contour interval of 10 m s™* (upper
and middle) and 2 m s~! (lower). See Fig. 13 for further explanation.

week forecasts (e.g., Miyakoda et al., 1972; Druyan et
al., 1975). The distributions in both charts resemble
each other except the minimum at about 500 mb (1
~ 5th level from the top). Other differences are that
the magnitudes in Fig. 15 are overall lower by about
1°-2°C, and the time scales for the abscissa are, of
course, stretched by a factor of 2.

Figure 16 is similar to Fig. 15 but for the normalized
rms _error for 10-day mean temperature, i.e.,
[E(A{T)Y’1"/persistence. The major errors seem to
start in the 300-400 mb layer and the stratosphere,
though minor error starts near the surface and extends
upward. In order to depict the detailed feature of de-
velopment of error in the middle of atmosphere, Fig.



2378

T rms ERROR
0 10 DAY MEAN  "NH (80°-25°N)
mb
100} i
200 | |
300 L i
400 |- |
5001 _}
600 |- |
700 |- ]
800 | R
900 |- A
1000 i
0 25 30
days

FIG. 15. Time ev'o'lution of the rms error of 10-day mean temper-
ature (°C) as a function of height. The ordinate is scaled in equal
pressure intervals (mb).
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FIG. 16. Time evolution of the normalized rms 10-day mean
temperature error. See Fig. 12 for further explanation.
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F1G. 17. Time evolution of the rms error of 10-day mean temper-
ature for the 400 mb level as a function of latitude. The units are
°C.

17 is presented, which shows the temperature error at
the 400 mb level. The figure reveals that the error de-
velops particularly at the latitudinal belt of 50°-80°N
and the equator. ’ -

The tropical systematic errors have recently been
discussed by Heckley (1984) and Kanamitsu (1985)
with respect to the ECMWF forecasts. Kanamitsu
found that this error has a gravest mode of zonal wave-
number 1, geographically locked over the Atlantic (in
his particular case), which is symmetrical around the

- equator for temperature and antisymmetrical for

streamfunction. He concluded that the cumulus pa-
rameterization has a considerable degree of connection
with this tropical error. Considering these findings, it
may be stated in our case that the equatorial errors
may be associated with (i) the inadequate lower
boundary conditions in the tropics, (ii) inaccurate ver-
ification data in this region, and (iii) the incomplete
cumulus parameterization.

b. Geographical distribution of error

For the purpose of having a better understanding of
error growth, the hemispheric distribution of temper-
ature error patterns at various levels is shown in Figs.
18 and 19.

o The errors distributed in the lower atmosphere are
predominantly over continents. This fact may be re-
lated to the finding of Barnett (1978), who showed that
the variability of temperature is larger over continents
than over sea by a factor of 2-6.
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o It should be pointed out, however, that the tem-
perature over land is excessively high, as is seen in AT
at 1000 mb in Fig. 18b. This may be due to the par-
ticular bias of this model and partially due to the
scheme of vertical extrapolation.

¢ The errors in the upper troposphere consist of two
regions, i.¢., storm tracks over oceans and the equatorial
belt.

¢ The middle- and high-latitude errors could be as-
sociated with northward shift in jet and could be gen-
erated by the baroclinic and wind shear instabilities,
associated with the jet streams, and they could develop
no matter how the source of initial error is supplied.

Apart from the spatial configuration of error there
is another important aspect. Let us temporarily go back
to Figs. 4 and 6, in which errors of Zs4 and Pg; are
presented. An intriguing fact is that the rms error pat-
terns (right in these figures) are highly correlated with
the arithmetic mean error patterns (left in these figures),
despite the fact that the former has only positive areas
and the latter has both positive and negative areas.

In order to investigate this point further, the tem-
perature rms error patterns are compared with the
temperature’s arithmetic mean errors in Figs. 18 and
19. Once again it is pronounced that major rms error
patterns roughly correspond to those of arithmetic
mean errors.

Different from the zonal mean errors in Figs. 13 and
14, the longitudinal distributions of error appeared to
depend on the subgrid-scale physics employed in the
GCM (Miyakoda and Sirutis, 1984). In the paper of
Miyakoda and Sirutis (1985), it was pointed out, based
on four winter cases, that the geographical configura-
tions of rms error are sensitive to the subgrid physical
parameterization and that these rms error patterns re-
semble remarkably well arithmetic mean error patterns
for the respective models. For example, the distribution
of errors for the model with E-physics is different from
those of the models with other physics. Particularly,
the effect of “envelope mountains” (Wallace et al,,
1983) exhibits appreciably different geographical dis-
tribution of forecast error. Other aspects of the model’s
bias are summarized in the Appendix, in which the
eight January ensemble-mean statistics are displayed.
The most pronounced deficiencies are found in the
transient eddy kinetic energy and moisture in tropics.

¢. Climate-drift adjustment

The arithmetic mean error is regarded as the “cli-
mate drift,” though the value for Day 10-30 has not
reached its asymptotic level yet. The previous subsec-
tion suggests that the model’s systematic error is a ma-
Jjor component of the rms error, and that a large portion
of the forecast errors are due to the model’s climate
drift. This fact has been increasingly noticed in the
community of atmospheric general circulation mod-
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eling. The removal of this bias, however, may require
decades of hard and tedious work (Miyakoda and Chao,
1982). Pointing out this impending limitation of the
GCM approach, Miyakoda and Chao previously pro-
posed to use an “anomaly model” as another option.
The final answer for the utility of the anomaly model
remains to be seen.

On the other hand, Shukla (1983) proposed a strat-
egy: “The model climatology is subtracted from the
predicted field to obtain the predicted anomaly field.”
Shukla was probably the first to advocate the simple
subtraction of drift from numerical results of long time
integration. Indeed, the success of sensitivity study in
climate simulations or predictability study in weather
forecasts has been based on this reasoning. Namely,
two parallel runs, i.e., the control and the perturbation,
may have the same model bias, and therefore, the pair
of runs can provide significant and useful information
through subtraction of the two numerical results, no
matter how large the basic errors are.

The subtraction of systematic bias will be applied to
our forecasts presented in the foregoing sections. Ap-
plying this procedure, we shall use the words “the cli-
matic-drift adjustment” or the “empirical adjustment”
to refer to the subtraction process. In this paper, the
adjustment is made only after all prediction calcula-
tions are finished. (ECMWF is also taking this ap-
proach—Moilteni et al., 1985).

6. Empirical adjustment

To implement the empirical adjustment, we first
prepared the model’s systematic errors defined by Eq.
(3.5), based on eight January cases. The necessary in-
formation for the climate adjustment are only the vari-
ables of interest every 10 days, for the whole forecast
range of 30 days. This set of information is a function
of space coordinates and forecast time.

a. Anomaly maps

Figure 20 presents five samples of the predicted and
observed height anomaly maps. The prediction in-
cludes original anomalies, 6(Z), as well as empirically
adjusted anomalies, 5{ Z ),4;. The climate drift used for
the adjustments is exactly the same throughout all eight
cases.

Among the five samples in this figure, there are typ-
ical cases in terms of forecast performance and the de-
gree of positive impact by empirical adjustment, while
the sample of 16 January 1979 is the case in which
empirical adjustment did not improve, but worsened
the original forecasts.

The charts in this figure reveal that unadjusted
anomaly patterns resemble each other irrespective of
the cases, indicating that the systematic bias was indeed
dominant. Therefore, modifications for the adjustment
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FIG. 18a-b. Eight-case average of arithmetic mean temperature error for Day 10-30. Contour interval is 1°C.

are considerable in magnitude. Detailed investigations
reveal that empirical adjustment has improved most

of the prediction in terms of teleconnection indices

and that the modifications are pronounced for WP in-
dex and next PNA, but not for other indicies.

It is interesting to note that the patterns of 1981 and
1983 show a remarkable similarity in both observations
and forecasts, though the latter was an extraordinary
case in the records.

b. Skill scores

Figures 21 repeat the skill scores for stochastic means
in Fig. 8 but also include new scores for the empirically
adjusted forecasts. It is worthy to note that in all cases
except one, both skill scores, i.e., correlation coefficients
and rms error for 500 mb height, have been improved.
The exceptional case is for 16 January 1979, in which
the starting day is different from the rest of the samples.
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FIG. 18b. (Continued)

Figures 22 and 23 are summuaries for the eight cases.
The rms error diagram is now modified by normalizing
the error curves by the persistence level. As a whole,
the improvement is remarkable in both scores. The
correlation coefficients are well above the persistence
level. The rms errors are below the persistence level,
and they are also below the climate level until the end
of the month.

It is worthy to note that, in the 1000 mb rms error
diagram, the 10-day and the 20-day error curves have

not yet reached their plateau, or equilibrium, suggesting
that the limit of predictability has not yet been reached.
It is straightforward to show that the curves of rms
error follow a systematic behavior, if the climate drift
is adjusted. Namely, the rms errors approach the level
of 10- or 20-day mean variability (climate) or somewhat
higher with increasing forecast time. Theoretically, the
level of climate departure should be 2772 = 0.71 relative
to the persistence level at sufficiently long time, when
the persistence forecast has zero correlation coefficient.
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FIG. 19a-b. Eight-case average of rms temperature error for Day 10-30. Contour interval is 1°C.

However, since in our case the persistence correlation
is nonzero due to sampling bias, it is possible that the
persistence level is underestimated.

Figure 24 is the time evolution of correlation coef-
ficients at various levels, in which the empirical ad-
justment is included. This figure is to be compared
with Fig. 12. A pronounced improvement is evident
for all levels. '

To summarize this section, it appears that the results
are encouraging for one-month forecasts. The potential
improvement is a 5 ~ 10 day extension in skill for 10-
day means. Note, however, that the eight January cases
adopted in this study all include blocking actions. There
is a hypothetical view that the blocking situation has
alonger memory, and accordingly, that these phenom-
ena tend to be more predictable.
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FIG. 19b. (Continued)

7. Remarks

a. Application of the empirical adjustment to other
cases

There may be a question as to whether the climate
drift obtained in the eight January cases can be applied
to the case immediately outside the mother sample. In

order to investigate this point and also to check the
hypothesis on the starting day mismatch in the case of
16 January 1979, we applied the forecast as well as the
empirical adjustment to two additional cases, i.c., 1
January 1984 and 16 December 1982. The forecasts
were made using the NMC initial conditions. Table 2
shows the results of the test, indicating that the climate
drift was applied to both cases; only eight of 12 cases
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FIG. 20a. The observed (left) and the predicted (right) anomalies of
500 mb geopotential height for Day 10-30 in the case of 1 January
1977. Original forecasts, 5(Z, (upper) and empirically adjusted fore-
casts, 8(Z Vg, (Jower). Contour interval is 40 meters. The areas in
which height anomalies are more than 80 meters are stippled, and
those in which anomalies are less than —80 meters are shaded.

show that the 500 mb correlation coefficients have been
increased in the 10-, 20- and 30-day means.

The fact that the case of 16 December 1982 has been
improved by 'the empirical adjustment suggests that
the hypothesis of the starting day mismatch was not
valid in this case. Concerning the case of 16 January
1979, we have evidence that the forecast was improved
by using the Arakawa-Schubert (1974) cumulus pa-
rameterization (Miyakoda and Sirutis, 1984) instead

MONTHLY WEATHER REVIEW

5 ‘l“‘ 18 g
32)"3?//,5!'

VOLUME 114

" DAY 10-30

of the moist convective adjustment, and that the fore-
cast was also improved by using the 18-level model (E-
physics) instead of the 9-level model.

b. Adequacy of the GFDL data assimilation scheme

A second point for remarks is concerned with the
last statement of section 4. The scores of 500 mb geo-
potential height with respect to the three initial con-
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ditions, i.e., the A, the B and the C, are investigated
(not shown here).

The scores show that in the first 10 days the B is
best, partially because the verification is the NMC
analyses, but that later the A appears slightly better
than others. However, the sample number may not be
statistically sufficient to draw any definite conclusion.
Perhaps this comparison simply shows that all three
analyses are adequate for this type of forecasting. (See

the similar comparison for the medium-range forecast
in Arpe et al., 1985, and Baumhefner, 1984.)

There is an argument that, if the models used in two
phases, i.e., data assimilation and prediction, are the
same or comparable in the dynamic characteristic, fa-
vorable skill scores are expected for the forecast per-
formance. From this point of view, it is suspected that
initial condition A is unfairly advantageous in the test
described above. The fact is, however, that the models
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related to initial condition A are not the same for the
two phases (unfortunately). The data assimilation
model is an 18 vertical level spectral model without a
turbulence closure scheme, whereas the forecast model
is a 9 vertical level finite difference model with tur-
bulence closure. Besides, the former includes diurnal
variability, while the latter does not, and the radiation
packages are different in the two phases.
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Yet the concept of the model’s consistency in the
two phases is valid and, perhaps, important. Dickinson
(1982) stated that an ideal system of long-range fore-
casts would be an optimum combination of a high-
quality prediction model and an adequate data assim-
ilation scheme. We concur with Dickinson in this re-
spect. It is envisaged that the future stochastic system
is likely to be “lagged average forecasts” proposed by
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FIG. 20d. As in Fig. 14a but in the case of 1 ianuary 1981.

Hoffman and Kalnay (1983). For these reasons, the
role played by the assimilation scheme on long-range
forecasts' would be increased, and therefore, the ade-
quacy of the assimilation scheme is our great interest.

¢. The limit of predictability

Monthly predictability of 10-day means discussed
in this paper does not contradict the conventional the-
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ory of a two-week limit of instantaneous forecast in
deterministic predictability. In fact, one-month fore-
casts of 10-day means are subsets of the conventional
forecasts (except for the stochastic aspect) in the sense
that only low frequency components are selected.

In the end, the removal of climate drift turns out to
be essential. Although the empirical adjustment is a
backdoor approach, the results may indicate the min-
imum level of attainable predictability (the lower
bounds in the definition of Lorenz, 1982).



2388 ; MONTHLY WEATHER REVIEW VOLUME 114
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FIG. 20e. As in Fig. 14a but in the case of 1 January 1983.

Another aspect of the predictability is the degree of
scatter of three integrations in the framework of sto-
chastic forecasting. The measure is the scatter nor-
malized by the variance over the eight January cases,
ie.,

o7 (X)/5n(X) (7.1

where x is an arbitrary variable. The numerator, a,(x),
is the eight-case average of the scatter as defined by Eq.

1JAN 1983 o7
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(3.7); the denominator, &y(x), is the interannual vari-
ance of x, i.e., the standard deviation of x with respect
to eight samples of different Januaries, defined by

1 n 172
aN<x>=[nTIZ{x—E<x>}Z] (1.2)

where n = 8. For Xx, the forecast results were employed
instead of observations, because of the homogeneous
quality of forecast products.

Figures 25 show examples of the interannual vari-
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ance, ox(x), and the normalized scatter, a7/6y, for the
20-day mean (Day 10-30) of the 500 mb geopotential
height, Zs0, and the sea level pressure, Pg; . In practice,
the maps in the lower part of Fig. 25 are the mean of
o4/6, over three groups based on different initial con-
ditions, A, Band C, i.e.,

3
. 1 .
{oslGN =§ZUf/JN. (7.3)
The maps of &, in the upper part of Fig. 25 are
3
. 1w~
<0N>=§26N- (74)

The normalized scatter, exceeding unity, is interpreted
as the measure that reaches the limit of predictability
in the stochastic forecasting system. Under this as-
sumption, Figs. 25 show the geographical distributions
of the predictability for respective variables. Shukla
(1981) discussed the significance level based on an F-
test, which has some relevance to the present study, at
least in intention.

Observations of Figs. 25 may lead to the following
conclusions.

e The patterns of 5(Zsq) and .oy (Ps;) are similar
to each other, indicating the barotropic nature of var-
iabilities and also showing the approximate agreement
of blocking-prone areas. By the way, g/(Zsy) and
o7(Ps.) (not shown here) also resemble each other. It
is noted, however, that these samples are slightly dif-
ferent from the observed variance, ay, for a long-term
mean (Blackmon et al., 1977), probably because of the
climatological bias for this sample, as commented ear-
lier.

® For Zso and Pg,, the normalized scatters o, /Gy
- are distributed in a similar way. The less-than-unity
areas tend to be located in the middle of the Atlantic
and the Pacific oceans. A noteworthy point is that the
Pg; is more predictable than the Zsyo. It is interesting
to note that the pattern for Zsy in Fig. 25 has a certain
degree of resemblance to Shukla’s F-value distributions
(Day 1-30 and Day 8-37 in his figures), with respect
to the spiral shape of the pattern, and the overall regions
of greater-than-unity or of less-than-95% significance
level.

e The 0;/6y pattern of Tyso (not shown here) is dif-
ferent from the previous quantities. It appears that the
region of greater-than-unity for Tyso is more widely
spread, particularly over eastern Europe, the Philippine
area and South America.

® The standard deviation of precipitation, o, (PRC),
(not shown here) and the interannual variability,
on(PRC), show large values over the areas of heavy
precipitation (see Fig. A5). For PRC, the greater-than-
unity regions are located dominantly over the tropics.
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d. The study of systematic errors

According to Epstein (1985), the empirical adjust-
ment has long been used in operational practice for
short-range forecasts (Glahn and Lowry, 1972; Glahn,
1980; Hughs, 1982), and the concept was advocated
by Lorenz (1977). In fact, the removal of systematic
error for short-range prediction is a better approxi-
mation because the errors are more linear.

In these empirical adjustments, the drift is simply
subtracted only after all prediction calculations are fin-
ished, as was done in our study. Another version is to
apply adjustment continuously in an interactive mode.
A method of tuning the governing equations based on
one-time-step prediction was proposed by Faller and
Schemme (1977) as a statistical correction. The method
has not been practically implemented yet.

This systematic error becomes more pronounced and
serious in the medium-range and monthly forecasts
(e.g., Hollingsworth et al., 1980; Derome, 1981;
Bengtsson and Lange, 1981; Bettge and Baumhefner,
1984). The causes of the drift have been investigated
from various angles (Wallace et al., 1983; Burridge and
Sadourny, 1982; Arpe and Klinker, 1986), and yet the
causes do not appear to be easily unravelled. The prob-
lems are related to a model’s spatial resolution, physics
and even numerical methods, coupled with the fluid
mechanics. The dynamics involved in the drift are in-
trinsically nonlinear in character, as mentioned for
Figs. 18 and 19. (See Wallace et al., 1983))

Perhaps it is safe to state that there are two kinds of
error, i.e., the primary and the secondary errors (Arpe
and Klinker, 1986). The secondary error is the error
development due to the dynamic instability, and it is,
therefore, uncontrollable. What one can achieve is to
reduce the primary error sources. In this sense, it is
speculated that the “statistical correction” in the in-
teractive version is very difficult to apply because of
the nonlinear character of the error development.

The most serious deficiency in models is the exces-
sive cooling, particularly during the winter polar night
region. Mahlman and Umscheid (1985) mentioned,
based on their experience with a high resolution model,
i.e., N90L40, that the resolution might contribute sig-
nificantly to reducing the coldness at high latitudes.
The most recent study of Cubasch and Tibaldi (per-
sonal communication, 1985) has revealed that the spa-
tial resolution could be relevant in alleviating the cli-
mate drift based on a numerical experiment with var-
ious resolution spectral models, including the currently
highest resolution model of triangular truncation 106
and 15 level, i.e., TIO6L15. Other possible effects are
the adequate treatment of cirrus clouds (Ramanathan
et al., 1983), the arrangement of a sufficient supply of
water vapor from the earth’s surface, and the inclusion
of diurnal variability.
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FI1G. 22. Ensemble mean skill scores over the eight January cases for 500 mb geopotential height.
The rms error is normalized by the persistence. See Figs. 10 and 21a for further explanation.

It should be emphasized that the empirical adjust-
ment does not solve the basic difficulty. The search for
primary error sources is far more preferable than the
mere application of empirical corrections. The effort
in the front-door approach should be encouraged. The
reduction of climate drift is fundamental for the im-
provement of the one-month forecasts and the ad-
vancement to the seasonal forecasts, even if the em-
pirical adjustment has to be applied after all.

8. Conclusions

Based on a series of numerical experiments of the
eight January cases with a particular GCM and with a
climatologically normal sea-surface temperature at the
lower boundary, conclusions are drawn as follows.

(i) A marginal skill is found for monthly forecasts,
using the 10-day mean filter applied to the prognoses
(see Figs. 10 and 11).

Z1000mb NH (90°—-25°N])

_ Correlation ‘Coefficient

Normalized RMS error

1.0

91 clim. adi. 12r Pa

8r o
Ir

6F

5r

X

4r

3r

2F

dF

° 30

(days)

(days)

F1G. 23. As in Fig. 22 but for 1000 mb geopotential height.
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FIG. 24. Time evolution of the forecast skill, based on the
empirically adjusted forecasts. See Fig. 12 for further explanation.

30

(ii) The forecast error pattern in terms of rms error
is highly correlated with the arithmetic mean error pat-
tern, suggesting that an appreciable systematic bias
(climate drift) is included.

(ii1)) The predictive skill scores are substantially
raised by subtraction of the climate drift from the orig-
inal prognoses. Out of eight, five were improved sub-
stantially, The potential improvement of monthly
forecasts is, therefore 5 ~ 10 days.

(iv) In view of these results, it is conceived that one-
month forecasts may be feasible. However, the reduc-
tion of the climate drift is required for the outright
application of a dynamical forecast approach.

(v) The GFDL four-dimensional data assimilation
procedure is acceptable for the use of one-month fore-
casts. ’

(vi) The geographical distribution of forecast scatter
in the stochastic prediction is different with respect to
variables. The geopotential height and the sea level
pressure, for example, exhibit a statistically distinctive
configuration of the spread, roughly agreeing with the
distribution of blocking-ridge-prone areas.

(vii) The stochastic scatter is not large in the one-
month time scale, but at the end of a month, it grows
to a substantial magnitude. .

It has been remarked that the eight January cases
(1977-83) adopted in this paper belong to a climato-

TABLE 2. Correlation coefficients and rms error in units of meters for the original and the empirically adjusted forecasts of 500 mb
geopotential height in the cases of 1 January 1984 and 16 December 1982.

30 day
10 day mean 20 day mean mean
0-10 10-20 20-30 0-20 10-30 0-30
1 January 1984
ZSOO ’
Correlation coefficient Original 0.86 0.22 0.36 0.60 0.31 0.53
Adjusted 0.83 0.24 0.22 0.69 0.33 0.57
Ims error in meters Original 52.2 117.8 126.7 74.1 105.7 79.2
Adjusted 58.6 106.0 120.7 62.1 85.0 64.4
Zioo
Correlation coefficient Original 0.91 0.46 0.38 0.77 0.48 0.72
Adjusted 091 0.57 0.35 0.85 0.57 0.78
rms error in meters Original 422 81.1 87.6 52.7 729 55.6
Adjusted 40.7 62.3 81.7 40.2 57.7 434
16 December 1982
Z.‘700
Correlation coefficient Original 0.81 0.08 0.05 0.02 ~0.04 0.26
Adjusted 0.76 0.09 0.04 0.15 0.01 0.33
rms error in meters Original 63.2 135.3 148.5 127.8 146.0 108.6
Adjusted 67.7 125.4 1327 109.2 127.8 87.6
Correlation coefficient Original 0.87 0.26 0.32 0.35 0.25 0.51
Adjusted 0.88 0.23 0.34 0.47 0.28 0.58
rms error in meters Original 44.6 98.9 110.2 88.4 106.0 80.0
Adjusted 384 92.3 98.4 70.5 95.0 65.3
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FIG. 25a. The interannual variances, &, (upper) and the normalized FIG. 25b. As in Fig. 25a but for the sea level pressure, Pg; .
scatter, oy /Gy, (lower) for the 500 mb geopotential height, Zseg.

logically biased period. For example, these cases all Caverly, L. Umscheid, R. White, P. Baker and D. Fork.
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dictable, .
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culation features are presented in Figs. A1-6. The vari-
ables in the model’s results are averaged for 30 days
with respect to three realizations over eight January
cases, and they are compared with the corresponding
observations or climatologies.

Six items are shown. The first two are the zonal
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F1G. A6. Dewpoint temperature 7,(°C) at 850 mb of the NMC ob-
servation (upper left), the forecast (upper right) and the C-M (Crutcher
and Meserve) January climatology (lower), with contour interval of
2°C. Regions with T;> 8° are stippled, and regions with 7, < —20°C
are shaded.

means of meridional wind and the mixing ratio of water
vapor; the third item is the latitudinal distribution of
stationary and transient eddy kinetic energies, which
are integrated vertically; the fourth item is the vertical
distributions of zonal mean and eddy kinetic energies
as well as stationary and transient eddy kinetic energies,
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which are averaged horizontally over the globe; the fifth
and the sixth items are the Northern Hemispheric dis-
tributions of precipitation and dewpoint temperature.

The stationary and transient eddy kinetic energies
are based on Oort’s (1983) definition. Eddies are the
deviations from zonal means, and the stationaries and
transiences are referred to the monthly means. Then,
the eddy kinetic energies K are written by

Kep=Ksz+Krg

where Ksr and K7z are the stationary and transient
energies.

The observations are taken from the NMC analyses
for the corresponding time to that of the forecasts, but
the meridional wind and moisture are compared with
January climatologies taken from Oort (1983); the pre-
cipitation is compared with January climatology from
Lvovitch and Ovtchinnikov (1964); and the dewpoint
temperature is compared with January climatology
from Crutcher and Meserve (1970).

Six salient features are noted below.

¢ The K, of forecasts in the Northern Hemisphere
is almost comparable with or slightly larger than the
observation, but the peak of forecasts is clearly shifted
poleward.

® The K in the forecast is substantially less than-

that in observation.

e The observed distribution of K¢ in the Northern
Hemisphere shows two maxima at latitudes of 35° and
55°. The Kz at 55°N is related to blocking activities
(Miyakoda and Sirutis, 1984). The prediction of Ky
captures this feature, but the magnitude is somewhat
less than the observation. The Kz in the Southern
Hemisphere is substantially lower in the forecasts than
in the observation.

e The Ky is underestimated considerably (at least
20%).

¢ The forecasted distribution of precipitation is ap-
preciably improved compared with the previous results
(Miyakoda and Strickler, 1981). However, there is still
clear disagreement with the climatology over Africa,
tropical Pacific, South America, and two storm tracks
in the midlatitude oceans.

¢ The forecasted moisture is appreciably lower than
the observed or the climatology in the tropics. The
dewpoint temperature pattern has been substantially
improved in this paper compared with the previous
study in the aforementioned paper.
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