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ABSTRACT

This paper reports on interannual variability of the Northern Hemisphere winter stratospheric circulation as simulated by the 40-level GFDL "SKYHI" general circulation model. A 31-year control simulation was performed using a climatological annual cycle of sea surface temperatures. The interannual variability of the stratospheric circulation in this model has some realistic features. In particular, the simulated variance of monthly mean, zonal-mean temperature and wind in the extratropical Northern Hemisphere agrees fairly well with observations. The day-to-day variability of the circulation also appears to be rather well simulated, with midwinter warmings of realistic intensity and suddenness appearing in the polar regions. The major deficiency is the absence of a realistic quasi-biennial oscillation (QBO) in the simulated winds in the tropical lower stratosphere. There is also an indication of long period (~10 year) variability in the winter polar vortex. This appears not to be related to any obvious source of long-term memory in the atmosphere such as surface boundary conditions or the flow in the tropical stratosphere.

The model has also been run through a large number of boreal winter simulations with imposed perturbations. In one set of experiments the Pacific sea surface temperatures have been changed to those appropriate for strong El Niño or La Niña conditions. The model is found to reproduce the observed extratropical stratospheric response to El Niño conditions quite well. Interestingly, the results suggest that including the interannual variations in SST would not greatly enhance the simulated interannual variance of the extratropical stratospheric circulation.

Another set of integrations involved arbitrarily altering the mean flow in the tropical lower stratosphere to be appropriate for different extremes of the QBO. The effect of these modifications on the simulated zonal-mean circulation in the extratropical winter stratosphere is found to be quite modest relative to that seen in comparable observations. The model results do display a clear effect of the imposed tropical lower-stratospheric wind perturbations on the extratropical summer mesospheric circulation. This could reflect the influence of the mean flow variations on the gravity waves forced in the Tropics, propagating upward and poleward and ultimately breaking in the extratropical mesosphere. The model behavior in this regard may be related to reported observations of an extratropical mesospheric QBO.

The equilibration of the stratospheric water vapor field in the long SKYHI control integration is examined. The results suggest that the mean residence time for upper-stratospheric air in the model is about 4 years.

1. Introduction

The Northern Hemisphere (NH) winter stratospheric circulation is notable for its very strong interannual variability. The standard deviation of monthly mean, zonal-mean temperatures at midstratospheric levels exceeds 10°C near the North Pole. This level of temperature variability is associated with large day-to-day changes in the flow in the polar vortex, most notably the major midwinter sudden warmings. The strong variability in the temperature and flow fields has important implications for modeling of trace constituents in the middle atmosphere. It is known that the flow evolution during a sudden warming has strong influence on the transport of ozone to high latitudes (e.g., Leovy et al. 1985). The variability of temperature is also likely to play a critical role in modeling the extent of polar stratospheric cloud formation (and consequent ozone depletion) in the Arctic (e.g., Austin et al. 1992). Thus, the simulation of the interannual and day-to-day variations of the NH circulation is a crucial issue for comprehensive general circulation models (GCMs) designed for the middle atmosphere.

Historically the development of stratospheric/mesospheric GCMs has not proceeded as quickly as for those dealing with only the lower atmosphere. Comprehensive model simulations have often been plagued by a cold bias in the high-latitude winter middle atmosphere (e.g., Manabe and Mahlman 1976). In the NH this problem has been significantly ameliorated in several models discussed over the last decade, either through incorporation of a parameterized subgrid-scale gravity wave drag (e.g., Rind et al. 1988a; Boville 1991) or, in the case of the GFDL SKYHI model,
through increasing the horizontal resolution (Mahlman and Umscheid 1987; Hamilton et al. 1995). When a reasonable simulation of the time-mean state is achieved, an examination of the variability of the model circulation is warranted. Boville (1986) addressed this issue using a 350-day perpetual January simulation with his spectral GCM, and Rind et al. (1988b) explored the interannual variability present in a 5-year seasonal integration with the GISS gridpoint climate model. The first part of the present paper discusses the day-to-day and interannual variability seen in a very long control run performed with the GFDL SKYHI general circulation model. Attention is restricted to the NH winter where the stratospheric variability is particularly pronounced. The SKYHI model control integration considered is briefly described in section 2, and the analysis of the variability in the simulated middle-atmospheric circulation is reported in section 3.

As in most earlier GCM studies of the stratospheric circulation, the control SKYHI integration discussed here employs climatological sea surface temperatures. It is well known that the interannual fluctuation of sea surface temperature (SST) has important effects on the tropospheric circulation, and so it is natural to consider the role of SST variability in the middle atmosphere as well. In the troposphere a rather complete GCM study of this issue by means of very long integrations with historically observed time series of global SST has been performed (Lau and Nath 1990). This approach with the high vertical resolution SKYHI model is too demanding on computer time to be practical at present. However, in this paper a first step will be taken by investigating the effects of idealized SST perturbations in the tropical Pacific. These model experiments are described in section 4.

One deficiency that has apparently affected all published comprehensive atmospheric circulation model simulations is the unrealistically small amplitude of the quasi-biennial variability in the tropical stratosphere (e.g., Hamilton and Yuan 1992; Cariolle et al. 1993; Hamilton et al. 1995). Since the quasi-biennial oscillation (QBO) is thought to affect the NH extratropical stratospheric circulation, this may be an important limitation for the present study of NH interannual variability. As part of the present project, the NH extratropical circulation is examined in a series of SKYHI integrations with arbitrary momentum forcing imposed to drive the tropical stratosphere toward the QBO extremes. These results are discussed in section 5.

In addition to the examination of the year-to-year variability in the model, this paper will also take advantage of the existence of the very long SKYHI control integration to look at the equilibration of the simulated stratospheric water vapor field. This is an issue of great importance for the development of comprehensive 3D models of middle atmospheric photochemistry, and the present control SKYHI integration allows a rather direct examination of this process. This issue is considered in section 6.

Further discussion of the present findings and the conclusion to the paper are included in section 7. Note that some preliminary aspects of the results in this paper have been presented in Hamilton (1993a,b, 1994). Strahan and Mahlman (1994a,b) discuss some aspects of the stratospheric interannual variability in a much shorter control integration with a higher horizontal resolution (1° × 1.2° latitude–longitude) version of the SKYHI model.

2. Model and control integration

The description of the SKYHI model and some control integrations with a prescribed seasonally varying SST field are contained in a companion paper (Hamilton et al. 1995, hereafter HWMU). In the present paper attention will be restricted to simulations with the 3° × 3.6° 40-level version. As noted in HWMU, this control run began from initial conditions interpolated from the end of an almost yearlong integration with a higher-resolution version of the model. The dating system used for the SKYHI results is also explained in section 2 of HWMU. More than two years of the 3° × 3.6° SKYHI integration were discarded before the analysis period to be considered here. Most of the analysis included here is based on 25 boreal winters of data (1985/86 through 2009/10) (hereinafter italic font will denote model years). Another 4 winters are now available, and these will be included in the examination of long-term trends described in the following section. As noted earlier, one model deficiency of obvious relevance for the present paper is the virtual absence of a QBO in the tropical stratosphere of the SKYHI model (see HWMU). Brief descriptions of the observational datasets used here for comparison purposes are also given in HWMU.

3. Variability in the control run

Figure 1 shows the standard deviation of the monthly mean, zonally averaged temperature for each of December, January, and February in the SKYHI control run and in observations [Randel (1992), available only up to 1.0 mb]. In each month the standard deviation in the model is strongly concentrated in the high-latitude upper stratosphere and mesosphere. This polar concentration of the variance is also apparent in the observations. However, the model results clearly show that the variability in the NH polar region in December is greater than in January or February (at least above 10 mb), while Randel’s observational analysis suggests that December temperatures actually have lower interannual variability. The net result is that the model and observations agree quite well in January and February, while the model quite significantly overestimates the standard deviation in December between 10 and 1 mb.
Fig. 1. The standard deviation of the time series of monthly mean zonally averaged temperature from 25 years of the SKYHI model (top) and for 8 years of NMC analyses (bottom). Results for each of December, January, and February. The contour interval is 2°C. The observational results are redrawn from figures in Randel (1992). The tick marks on the left-hand side of each of the top row of panels show the locations of the SKYHI model levels.
Below 10 mb the agreement between SKYHI and the observations in December (as well as in January and February) is reasonably good.

In low latitudes and in the summer (Southern) hemisphere there is a definite difference between the model results and observations in all three months, with the observed standard deviation being larger than that in the model almost everywhere. Thus, for example, in February the observed standard deviation in Fig. 1 is between 2° and 4°C above 10 mb everywhere between 60°S and 60°N. In the model the standard deviation exceeds 2°C only in a tiny region right near the equator at 1 mb. To some extent, this difference may reflect real deficiencies in the model dynamics (notably the virtual absence of a quasi-biennial oscillation; see HMWU). However, the observations themselves in these regions of rather small variance need to be regarded with caution. The NMC operational analyses used by Randel could be subject to long period inhomogeneities due to changes in satellite instruments and analysis procedures. Such problems would introduce spurious contributions to the observed interannual variance. There is also likely a significant component of interannual variability in tropical and summer temperatures resulting from changes in atmospheric composition (notably volcanic aerosols) and solar flux in the real world that have no counterpart in the SKYHI control integration.

Figure 1 presents a nice view of the overall magnitude of the interannual variability in the NH winter middle atmosphere. Now consideration will be given to more detailed aspects of the simulation of the NH winter variability in SKYHI. Examining 8 years of lower-stratospheric NH analyses from the Free University of Berlin (FUB), van Loon et al. (1972) produced temperature and zonal wind cross sections for their least disturbed (i.e., coldest pole) January and for the most disturbed (warmest pole) January. These results are reproduced as the left-hand panels of Figs. 2 and 3 for the “cold” January (1967) and the “warm” January (1968), respectively. For comparison, 8 consecutive years of the present control SKYHI simulation were examined. The wind and temperature cross sections for the “coldest” January (1990) and the
"warmest" January (1992) are shown in the right-hand panels of Figs. 2 and 3. The similarities between the model and observed cross sections in each pair are evident (temperatures for the most part within 5°C). It is apparent that the SKYHI model can display roughly the same range of variability in the monthly mean NH winter lower-stratospheric circulation as does the real atmosphere.

Figure 4, reproduced from Naujokat et al. (1988), shows another observational characterization of the variability in the NH winter stratosphere. Daily time series of the 30-mb North Pole temperature are plotted for the November–April period in 10 consecutive years [plots for a number of additional years can be found in Naujokat et al. (1988)]. The dotted curve in each panel is exactly the same and represents the long-term (>20 year) mean for each calendar day. Periods of anomalously warm temperatures are denoted by shading. These observed North Pole temperatures are from the FUB subjectively analyzed NH analyses based on radiosonde data. Figure 4 shows some rather undisturbed winters (such as 1982/83 or 1985/86), which are characterized by anomalously cold temperatures most of the time, interrupted only by small amplitude high-frequency variability. By contrast, there are also winters that obviously were affected by major sudden warmings. The polar temperature in the strongest warming events (February 1979, February 1984, December 1984/January 1985, January 1987) rises 35°–40°C in a period of 5–8 days. The polar temperature tends to remain anomalously warm for at least the next month, and the occurrence of a warming in a particular year will significantly impact even the winter mean temperature. Figure 5 shows the same 30-mb temperature time series, but for 10 consecutive years of the SKYHI control run. To first order the model results are very encouraging. In particular, about half the model winters have warmings of realistic amplitude and suddenness. On closer inspection some differences in the details of the temperature time series in model and observations do appear. The "cold" winters in the SKYHI simulation (e.g., 1986/87 or 1994/95) tend to be even more undisturbed than the coldest observed winters. In fact there is a general lack of high-frequency, small amplitude warming events in the model relative to those found in the observed time series. As noted above, the
major warming events are about as frequent in the simulation as in observations, but there seems to be a bias for the model to have more warmings in the early winter. In fact, Fig. 5 shows that strong warmings occurred in December 1990/91, 1991/92, and 1992/93. This is consistent with the earlier result in Fig. 1, which suggested that the model significantly overestimates the interannual variability of the December temperatures in the upper stratosphere.

The detailed model behavior in the midwinter warming events is still being investigated and will be discussed in a future paper. Preliminary analysis suggests that the evolution of individual sudden warmings is quite realistic. As an example, Fig. 6 shows the progression of the 10-mb height field through the warming seen in early January 1989. The very strong zonal wave 2 warming is evident. The evolution of the 10-mb heights in this model event is quite similar to that in the observed February 1979 sudden warming, which has been documented in Andrews et al. (1987; see their Figure 6.3 showing the 10-mb heights). The February 1979 vortex breakdown was a predominantly wave 2 event, and it proceeded just as rapidly as the model warming illustrated in Fig. 6 (compare the evolution in shown in Andrews et al. during 19–26 February with that in the model during 5–13 January). The warmings in the model also display a reasonably realistic vertical structure, with a rapid downward propagation of the zonal-mean warming generally evident.

The geographical distribution of variability in the seasonal-mean circulation is explored in Figs. 7 and 8. In particular, Fig. 7a shows the standard deviation of the DJF mean 50-mb heights computed from 25 years of SKYHI simulation. This is compared in Fig. 7b to an observational estimate of the same quantity based on 34 years of the FUB analyses. The results in Fig. 7b are reproduced from Hamilton (1993c) and actually represent the interannual variance in a time series that has been slightly modified in order to remove the effects of the tropical QBO [without this modification the pattern is similar but the values are very roughly 10% higher; see Hamilton (1993c)]. Both model and observations show a distribution of the standard deviation centered near the pole, but stretched in a wave 2 pattern so that the maximum variability lies along an axis very roughly aligned with the 90°E–90°W meridian. The peak values and the meridional gradients near the pole are both larger in the model results than in observations. Figures 8a and 8b show the same comparison at 30 mb. While the overall agreement between model and observations is still apparent, the unrealistically strong polar intensification of variability is more pronounced at 30 mb than at 50 mb. This seems consistent with the bias extensively documented in HWMU for the SKYHI polar vortex itself to be too strongly confined to high latitudes, particularly in the upper stratosphere and mesosphere.
One interesting feature seen in the model-simulated 30-mb polar temperatures shown in Fig. 5 is the occurrence of 5 consecutive warm winters (1988/89 through 1992/93). This contrasts with the rough tendency in the real atmosphere for warm and cold winters to alternate (e.g., Fig. 4). Figure 9 shows the SKYHI DJF North Pole temperatures in 29 consecutive years at several stratospheric levels. The rather long-term variability in these temperatures is apparent. Indeed, one is tempted to identify a rather regular 10-year cycle in these series, particularly in the first 20 years of the record. This period is close to that of the familiar cycle of solar activity, and it is conceivable that the reported observations of solar effects in the stratospheric polar temperatures (e.g., Labitzke 1987) really reflect the internal variability of the atmosphere similar to that seen in the present model simulation. Of course, in the real world, the polar stratospheric temperatures also have a pronounced biennial character (possibly influenced by the tropical QBO), which is missing from the SKYHI simulation.

The low-frequency variability seen in Fig. 9 is surprising, since the conventional view is that long-term memory in the atmospheric circulation must reside in the lower boundary condition, and most significantly in the SST field. In the present case the SSTs (and sea ice) are prescribed to climatological values, so that the only interannual fluctuations in the lower boundary condition are in the soil moisture. It seems rather implausible that the soil moisture variations could really account for the large variability seen in Fig. 9, and so the question of where the memory for the system resides is still open. An obvious possibility for the repository of memory is the tropical lower stratosphere. In this region, the effective radiative constraint on the zonal-mean circulation is weak (due to the long radiative timescales and the small Coriolis parameter), and the strong static stability insulates the flow from the mechanical spindown associated with the coupling to the surface. Thus, a perturbation to the zonal-mean flow in the tropical lower stratosphere has the potential to persist for very long periods (hence the existence of the QBO itself in that region). Figure 10 shows the DJF equatorial zonally averaged zonal wind at 10 mb, 30 mb, 50 mb, and 100 mb. At 100 and 50 mb the variations are extremely small (∼2 m s⁻¹ total change over most of the record), while the variations are slightly larger at 30 and 10 mb. The evolution of equatorial mean flow in this figure to some extent reflects the very weak QBO documented in HWMU but also has a significant random component that certainly does not appear to be correlated with the polar temperature time series (Fig. 9). If there is some connection between the interannual fluctuations in the polar temperature and the mean wind in the tropical stratosphere, it must be a very subtle effect.

The low-frequency behavior seen in the SKYHI polar stratosphere has some similarity to recent results of James and James (1992), who found enhanced variability at periods from 5 to 40 years in very long in-
integrations performed with a simplified tropospheric GCM. It is possible that the SKYHI model (with essentially fixed lower boundary condition) has similar tropospheric variability, which is then amplified in the stratosphere, leading to the extremely large signal seen in Fig. 9. It is fair to say, however, that neither the James and James results nor the low-frequency variability in the SKYHI integration are entirely understood at present.

4. Experiments with imposed tropical Pacific SST anomalies

The question of how the interannual variability in the stratosphere is affected by SST variations is an important one, particularly as most hitherto published simulations with stratospheric GCMs have employed climatological SSTs. There have been some observational papers on one aspect of this issue, namely, the
effects of the familiar Southern Oscillation in the stratosphere; van Loon and Shea (1985), van Loon and Labitzke (1987), and Hamilton (1993c) have all examined NH winter mean stratospheric geopotential fields composited for the extremes of the Southern Oscillation (SO). The SO is associated with particularly strong and systematic variations in tropical Pacific SST that are known to greatly affect several aspects of the

Fig. 7. The standard deviation of the December–February mean 50-mb height field. Results from (a) 25 years of the SKYHI control integration and (b) 34 years of observational analyses. Observational results reproduced from Hamilton (1993c). The dashed circles are at 30° and 60°N latitude.

Fig. 8. As in Fig. 7 but for the 30-mb level.
tropospheric circulation (e.g., van Loon and Madden 1981; Rasmusson and Carpenter 1982). The most complete examination of the stratospheric extension of the SO is by Hamilton (1993c), who found that the stationary wave pattern in the NH winter extratropical stratosphere is significantly affected by the phase of the SO, with the effects of warm extremes (El Niño events) being more pronounced than the cold extremes [La Niña events, in the terminology of Philander (1990)].

As part of the present study, an examination of the effects of Pacific SST anomalies in the SKYHI model was conducted. The 25 DJF periods from 1985/86 through 2009/10 serve as the control. Then, in the spirit of some earlier tropospheric GCM studies (e.g., Boer 1985), 10 warm anomaly perturbation integrations were performed, each starting from atmospheric initial conditions taken from 1 August of one of 10 consecutive years in the control integration. The anomaly employed is shown in Fig. 11a, and in each case it was imposed at full strength on 1 August and maintained throughout the integration. Each perturbation experiment extended for 7 months, and in each case the final 3 months (DJF) are analyzed. The shape of the SST perturbation was taken from Ting and Held (1990) and represents an idealization of the SST anomaly seen in the mature phase winter in the El Niño composite of Rasmusson and Carpenter (1982). The magnitude adopted (peak value of 3°C) is very large; it is appropriate for only the very strongest of observed El Niño events and is a factor of 1.5–2 larger than that observed.
in the mature phase of typical events. The imposition of the full magnitude of the anomaly starting in August is somewhat unrealistic and may also contribute to an artificial enhancement of the SST effects in the model simulations relative to those in typical observed El Niño events. These 10 warm anomaly simulations were then supplemented by 10 integrations, which were identical except that the sign of the imposed Pacific SST anomaly was negative.

a. Tropospheric effects

Figure 11b shows the DJF precipitation averaged over the 10 El Niño perturbation runs minus that averaged over the 25 control winters. The strong effects of the imposed warm pool are evident, with weaker rainfall than normal in the western equatorial Pacific and anomalously heavy rainfall in the central Pacific. This effectively amounts to an eastward shift of the principal region of heavy precipitation in the equatorial Pacific and is in general agreement with observations during an El Niño event (e.g., Philander 1990). Figure 11c shows the DJF surface pressure in the warm perturbation experiments minus that in the control run. Along the equator one sees the anomalous high pressure in the western Pacific and anomalous low pressure in the eastern Pacific. Table 1 summarizes the DJF surface pressure data at the model grid points nearest to Tahiti and Darwin in the control and in the warm and cold anomaly experiments. An average drop of 2.5 mb in the usual Tahiti–Darwin Southern Oscillation index (SOI) (e.g., Philander 1990) is found in response to the warm SST perturbation. The 2.5 mb is comparable to the decline seen in the SOI during extremely strong ENSO events in real data.

The effects of the warm SST anomaly on the model surface pressure are also clearly felt off the equator, and in a rather realistic fashion. In particular, the appearance of anticyclones on either side of the equator west of the warm anomaly, the intensification of the Aleutian low, and the occurrence of anomalously high pressure over much of Canada and the northwest United States are also apparent in observations (e.g., van Loon and Madden 1981). These general aspects of the model response appear quite clearly when only half of the 10 perturbation experiments are included in the composite (or when only 10 of the 25 control winters are used). Hamilton (1988) found that the maximum intensification of the Aleutian low in a composite over 15 ENSO events observed in the twentieth century was between 3 and 4 mb. The maximum 5.2 mb anomaly in Fig. 11c is thus reasonable, given the very strong SST warming imposed.

Figure 12 summarizes the surface response to the cold (La Niña) SST anomaly. Figure 12a shows the DJF precipitation in the 10 cold anomaly experiments minus that in the control. As might be expected, the effects are roughly opposite to those seen in the warm case, with the rainfall along the equatorial central Pacific reduced in the La Niña experiments. However, the La Niña precipitation anomaly is considerably weaker than that for the El Niño integrations, and the location of the anomaly is rather different. While the positive El Niño rainfall anomaly peaks at about 150°W, the negative La Niña anomaly is largest near 180°. This asymmetry between the rainfall response to warm and cold anomalies may largely reflect the smallness of the central Pacific rainfall in the neutral phase of the SO.

The weakness of the cold anomaly response is also seen in the extratropical surface pressure field shown in Fig. 12b. This has roughly the opposite sign of El Niño pressure anomaly (Fig. 11c), particularly in the eastern Pacific, but is only about half as intense. There does not appear to be any published La Niña composite that can be directly compared with this. At low latitudes

---

**Table 1.** Surface pressure at grid points near Tahiti and Darwin. DJF means for control, warm SST anomaly, and cold SST anomaly cases.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>16.5°S, 149.4°W</th>
<th>13.5°S, 131.4°E</th>
<th>Tahiti – Darwin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1010.82</td>
<td>993.16</td>
<td>17.66</td>
</tr>
<tr>
<td>Warm</td>
<td>1009.28</td>
<td>994.14</td>
<td>15.14</td>
</tr>
<tr>
<td>Cold</td>
<td>1012.30</td>
<td>992.22</td>
<td>20.08</td>
</tr>
</tbody>
</table>
the pressure anomaly in the cold integrations more nearly matches that of the warm anomaly case. Table 1 shows that the DJF Tahiti–Darwin SOI is almost 2.5 mb higher in the La Niña experiments than in the control. In fact, the results in Table 1 indicate a peak-to-peak swing in the SOI of almost 5 mb. This is somewhat larger than observed, but this result may be understood as a consequence of the strength of the SST anomalies imposed in the model experiments.

Figure 13 shows the DJF anomalies in the NH upper-tropospheric geopotential field in the El Niño experiments (panel a) and the La Niña experiments (panel b). Just as at the surface, the warm SST perturbation produces a cyclonic 300-mb anomaly over the Pacific and an anticyclonic anomaly over North America, while the cold SST perturbation produces roughly the opposite (though much weaker) response. This is in general agreement with observational studies of the relation between upper-tropospheric geopotential and tropical Pacific SST (e.g., Pan and Oort 1983).

b. Stratospheric effects

Figure 14 shows the DJF mean horizontal wind anomalies in the warm SST perturbation experiments at levels in the upper troposphere and lower stratosphere. At 210 mb the dominant signal is the pair of strong anticyclonic circulations on either side of the equator in the eastern Pacific. By 103 mb the tropical Pacific signal is much weaker (note the factor of 4 difference in the scaling of the arrows), and the most organized wind anomalies are in the cyclonic circulation over the North Pacific and east Asia and in the anticyclonic circulation over North America. This pattern is even more pronounced at the next highest model level (81 mb). Here the equatorial wind anomalies are almost all less than 1 m s⁻¹ and are completely overshadowed by the extratropical circulations. Thus, the direct penetration of the SST-induced signal into the tropical stratosphere is extremely weak. This result stands in contradiction to speculations that the tropical SST variability might be responsible for some of the strong quasi-biennial variability seen in the equatorial stratosphere (e.g., Brier 1978). The present model result is consistent with recent empirical studies that have found no significant link between the stratospheric QBO and the quasi-biennial component of the SO (Barnett 1991).

The smallness of the stratospheric influence from the SST perturbation is not entirely unexpected. The linear theory of vertically propagating equatorial waves (e.g., Andrews et al. 1987) suggests that vertical wavelengths and vertical group velocities will become very small as the zonal wave phase speed approaches the mean flow velocity. Given the weakness of the mean flow, linear stationary waves in the tropical lower stratosphere should thus be damped very rapidly in the vertical. In the troposphere, longitudinally varying stationary features such as the Walker circulation can thrive due to in situ thermal forcing as well as frictional (small-scale
Fig. 14. December–February mean horizontal wind averaged over the 10 warm-phase perturbation experiments minus that in the control integration. Results for model levels at (a) 81, (b) 103, and (c) 210 mb. The arrow in the box in the lower right-hand corner represents 4 m s⁻¹ in (a) and (b) and 16 m s⁻¹ in (c). For clarity of presentation no vectors are plotted at points where the wind speed exceeds that indicated by the arrow in the lower right-hand corner.
mixing) effects. Any stratospheric extension of these features will have dynamics that must be reasonably well described by unforced linear wave theory. Thus, the direct tropical penetration into the stratosphere can be expected to be limited. The interesting aspect of the present numerical simulation is the demonstration of

Fig. 15. As in Fig. 13 but for 100-mb heights.

Fig. 16. (a) The model-simulated December–February 50-mb height averaged over the 10 warm-phase experiments minus that in the 25-year control run. (b) The difference between the observed December–February 50-mb geopotential height averaged over 9 mature phase El Niño winters minus the average over 18 “normal” winters (i.e., winters in which the SO was in neither its warm or cold extreme). See Hamilton (1993c) for further details. In each case the contour interval is 20 m, and negative values are represented by dashed contours. The shaded areas are regions where the results are judged significantly different from zero using a 95% criterion in a two-tailed t test.
just how extreme the confinement of the stationary waves to the tropical troposphere can be in a realistic model.

Figure 15 shows the DJF geopotential anomalies at 100 mb for the (a) warm and (b) cold perturbed experiments. At this level the anomaly in the warm perturbation case is somewhat modified from that seen lower down. In particular, the zonal structure of the anomaly is smoothed out, and the anticyclonic perturbation over Canada now dominates the cyclonic perturbation over the North Pacific. As shown below, both of these features become even more pronounced at higher levels. Some of this change with altitude can be understood as a simple consequence of the Charney–Drazin theorem (Charney and Drazin 1961), which shows that only the largest zonal wavelength stationary perturbations will propagate into the strong westerlies in the winter stratosphere.

Figure 16a displays the 50-mb geopotential anomaly in the warm SST perturbation integrations, while Fig. 16b shows a comparable observational result reproduced from Hamilton (1993c). In particular, Hamilton (1993c) examined DJF stratospheric geopotential data for 34 years, 9 of which he classed as at the warm extreme of the SO (i.e., at the mature phase of El Niño events), 7 as at the cold extreme, and 18 as being near normal. The result in Fig. 16b was constructed by taking the mean of the 9 warm events and subtracting the mean of the 18 normal winters. [As noted in Hamilton (1993c), these results do not change greatly if the effects of the tropical QBO (e.g., Holton and Tan 1980, 1982) are removed from the data. That could be a more appropriate comparison for the present GCM results, since the QBO is virtually absent in the SKYHI simulation.]

The tendency noted earlier for all but the zonal wave 1 and 2 components of the anomaly to be filtered out is even more pronounced at 50 mb. The model anomaly in Fig. 16a is largely a zonal wave 2 with maximum oriented roughly along the 90°W–90°E axis. There is also a wave 1 component that adds to high pressure over Canada. The observational composite has a similar character, but with the wave 1 component somewhat more prominent. The peak amplitude of the simulated anomaly is over one-third larger than that in the observed El Niño composite, presumably reflecting the large SST perturbations employed. The agreement between model and observations is actually quite impressive, considering all the dynamical links intervening between the imposed warm pool in the tropical Pacific and the planetary-scale high-latitude middle-stratospheric circulation.

Figure 17 shows the simulated mean 50-mb height anomaly compared with the observed composite anomaly for the cold SST case. Again the observations come from Hamilton (1993c). The observational results suggest that the pattern of cold phase anomalies is strongly anticorrelated with the warm phase anomalies but is considerably weaker. In fact, very little of the pattern in Fig. 17b is judged statistically significant using a local $t$ test. The mean SKYHI anomaly in Fig. 17a is even weaker than the observed composite. It seems ap-
parent that both longer observational records and model simulations are needed to really pin down the stratospheric effects of tropical Pacific La Niña events. Figure 18 shows comparison of the warm-phase anomalies in model and observations at the 30-mb level. Again there is impressive agreement between the model results and observations, with the modeled anomalies being $\sim 1.5$ mb larger than observed. There is a slight westward phase tilt with height in the anomaly pattern in the stratosphere (compare Figs. 14a, 16a,

![Figure 18](image-url)  
**Fig. 18.** As in Fig. 16 but for the 30-mb level.

![Figure 19](image-url)  
**Fig. 19.** The ratio of the geopotential variance in the series of 35 winters including both the control and warm SST perturbation experiments to that in the 25 control winters. Results for (a) 300 and (b) 50 mb. Contour values are 0.8, 0.9, 1.0, 1.1, 1.2, 1.6, and 2.0. Dashed contours denote regions where the ratio is less than 1.0; the 1.0 contour is heavier than the others.
and 18a). At both 50 and 30 mb the effect of the SST anomaly can be characterized roughly as a reinforcement of the mean stationary wave pattern, intensifying the Aleutian high (see Fig. 23 of HWMU). This is consistent with the tropospheric result that (again very roughly) the climatological NH stationary wave pattern is somewhat exaggerated in warm SST perturbation cases.

c. Contribution of SST perturbations to interannual geopotential variability

The evaluation of the interannual variability in the NH stratosphere in the control run discussed in section 3 naturally raises the question of how much of the variance in the real atmosphere is to be attributed to external causes like SST changes and how much simply results from internal atmospheric dynamics. Lau and Nath (1990; hereafter LN) addressed this issue for seasonal-mean tropospheric circulation by means of a conventional climate GCM. They performed integrations using the observed global SST evolution during the period 1960–79 and compared this with a long control integration that employed the long-term mean SST. Lau and Nath found that the interannual variability of the DJF 500-mb heights in the run with the observed SST evolution was greatly increased in the Tropics over that seen in the control integration. Their results in the extratropics are less definitive. When the geographical distribution of the ratio of the 500-mb height variance in SST and control experiments is plotted, some fairly large enhancements (~100%–200%) are found in some regions. However, LN caution that local apparent enhancements almost as large can result purely from sampling error.

The present set of experiments represents a much cruder exploration of SST effects, but the basic approach of LN can be adopted here as well. Figure 19 compares the interannual variance of DJF geopotential height in the 25 control winters versus that in a synthetic 35-year time series made up of the DJF results from the control winters and from the 10 warm perturbation experiments. Results are presented at 300 mb (Fig. 19a) and 50 mb (Fig. 19b). This comparison is quite striking, particularly in the polar cap north of ~65°N. In this region the tropospheric variance of DJF 300-mb heights is considerably enhanced (as much as 74%) in the 35-year synthetic series over that in the control run. The corresponding variance of 50-mb heights is enhanced by no more than 12% in the 35-year series, and there are actually large regions where the variance is reduced by several percent. In midlatitudes the contrast between tropospheric and stratospheric results is less strong, but is still obvious. In the Tropics the differences between tropospheric and stratospheric results are extremely large, with enormous (as much 1200% in the tropical Pacific region) enhancement of 300-mb height variability and only weak changes (~10%) in 50-mb height variability. This presumably reflects the extreme weakness of the direct penetration of the El Niño warming signal into the tropical stratosphere, noted earlier. Somewhat similar results are obtained when the variance in the control integration is compared with that in a series made up of the 25 control winters and the 10 winters from both the warm and cold perturbation experiments.

The results for the stratospheric polar cap are consistent with the following simple picture for the dynamics of that region. Even without interannual variability in the lower boundary, the GCM apparently will span some range of circulation regimes (in particular, winters with major warmings and relatively undisturbed winters will occur spontaneously). Adding the tropical Pacific SST anomalies may bias the model toward some particular pattern in a given winter (hence the average results in Figs. 16–18) but does not actually add much to the range of the model variability.

5. Experiments with imposed tropical stratospheric momentum sources

As already noted in several different contexts, an important deficiency in the SKYHI simulation is the virtual absence of a QBO in the tropical stratosphere. This is a potential concern for the simulation of extratropical variability in the model as well, since the tropical QBO is thought to influence the extratropical NH winter circulation. In particular, Holton and Tan (1980, 1982) found that at the 50-mb level the polar vortex tended to be anomalously strong (weak) during the westerly (easterly) phase of the QBO in the middle stratosphere. Baldwin and Dunkerton (1991) have shown that a similar relationship between the tropical QBO near 50 mb and the extratropical circulation apparently holds up to at least 1 mb.

There have been a number of published mechanistic model studies designed to look at the influence of the tropical QBO on extratropical stratospheric circulation. Bridger (1984), O'Sullivan and Salby (1990), Damieris and Ebel (1990), Holton and Austin (1991), and O'Sullivan and Young (1992) have all examined the effect of the tropical mean flow distribution on the model response to a prescribed pulse of stationary wave activity in midlatitudes. With the exception of Bridger (1984), all these investigators found that the presence of mean easterlies in the Tropics does promote the development of sudden warming activity in the extratropics. Kodera et al. (1991) attempted a somewhat similar study in a comprehensive GCM. In particular, they integrated their GCM through a boreal winter with prescribed easterlies in the tropical lower stratosphere and then repeated the integration with prescribed westerlies. Kodera et al. found that the time-mean vortex at different periods during the winter was not affected by the tropical winds prescribed (or even showed a slight tendency for the polar vortex to intensify in the case
with westerly winds in the Tropics). However, rather remarkably, when they repeated their experiments after very substantially (≈30%) reducing the solar constant employed, they did find the expected dependence of polar vortex strength on tropical mean winds. Interpretation of these results is difficult, however, given the small sample size and the large natural variability possible in the NH stratosphere of a comprehensive GCM.

In the present study, this issue is addressed through a series of SKYHI experiments that include arbitrary zonal-mean momentum sources imposed during the integrations to force the model tropical stratospheric winds to states similar to either the easterly or westerly QBO extremes in the real atmosphere. As in the SST experiments discussed earlier, the first series of 10 momentum source experiments ran from August through the end of February, and initial conditions were taken from 1 August of one of 10 consecutive years in the control run. The GCM code integrated was identical to the control model except that it included an arbitrary zonally symmetric source in the zonal momentum equation. This source was a relaxation to a prescribed meridional section of mean zonal wind, \( \bar{u}_0(\theta, p) \). In the experiments designed to be appropriate for the westerly phase of the QBO, this \( \bar{u}_0 \) function took the form of an equatorially centered jet with a peak value of 21 m s\(^{-1}\) at 21.3 mb. The \( \bar{u}_0 \) function falls from this maximum in both height (dropping below 10 m s\(^{-1}\) on the equator at 2.82 and 49.9 mb) and latitude (Gaussian with e-folding scale of 15°). The rate of relaxation imposed also varies strongly with height and latitude. The strongest relaxation rate (0.2 day\(^{-1}\)) occurs on the equator in the middle stratosphere. The relaxation rate drops rapidly with height and latitude, so that the forcing is zero anywhere poleward of 25.5° latitude, below 103 mb, or above 1.5 mb. As a final complication, the relaxation rates were set to triple their standard values during the first month of the integration (and then restored to the standard values quoted above on 1 September). For the experiments designed to be representative of the easterly extreme of the QBO, the same form of forcing was employed except that the relaxation was to an easterly jet of twice the magnitude used for the westerly case (i.e., a peak value of \( \bar{u}_0 \) of -42 m s\(^{-1}\)). This larger value was adopted since the observed maximum easterlies in the equatorial lower stratosphere are much stronger than the maximum westerlies (e.g., Wallace 1973).

After the first 10 easterly forced and 10 westerly forced 7-month integrations were completed, another
set of 20 experiments was conducted in order to increase the number of DJF periods available for analysis. These employed exactly the same model as the other easterly and westerly forced experiments, but each extended only from October to February. The initial conditions for each of these runs were taken from the 1 October result from a corresponding 7-month integration, but with a random temperature perturbation imposed throughout the global troposphere. Other experiments have shown that the NH stratospheric flow in sets of SKYHI simulations from initial conditions perturbed in this way normally diverge within about a month. When combined with the results from the 7-month integrations, these new experiments result in a total of 40 (presumably independent) DJF periods that can be analyzed, 20 forced toward the easterly QBO extreme, and 20 forced toward the westerly QBO extreme. These are compared to a 25-year mean of the control run.

The rather ad hoc specification of the momentum source was reasonably successful in forcing realistic-looking mean flows—that is, flows that at low latitudes agreed well with observations of the extreme QBO phases and that did not have any obvious discontinuity between the circulation in the forced region and that at higher latitudes. Figure 20 shows the DJF zonal-mean zonal wind averaged over the 20 westerly forced experiments (top left) and over the 20 easterly forced experiments (top right). The bottom left panel shows the observed monthly mean wind in November 1959, as reported by Newell et al. (1974; based on their analysis of radiosonde data). This was a month in which the QBO in the lower stratosphere was near the westerly extreme. Similarly the bottom right panel shows observations for a month where the QBO was near the easterly extreme. The equatorial jets in the model results are somewhat stronger than indicated in the observations, but the zero wind line in the lower stratosphere in each case is located fairly close to where it appears in the corresponding observations.

Figure 21a shows the 20-year mean zonally averaged zonal wind in the westerly forced experiments minus that in the control run. Figure 21b shows the same quantity, but for the 20 easterly forced experiments. The most striking aspect of these figures is the production of an anomalous equatorial jet in the upper stratosphere and mesosphere of opposite sign to that forced in the lower stratosphere. This presumably results from the effects of the perturbation in the stratosphere in selectively filtering the spectrum of vertically propagating equatorial and gravity waves. The role of upward propagating waves in driving the mean flow in the SKYHI tropical middle atmosphere has been demonstrated in earlier studies (e.g., Hamilton and Mahlman 1988).

Figure 22 shows the difference between the 20-year mean DJF zonally averaged zonal wind in the easterly forced experiments and that in the 20-year mean for the westerly forced experiments. In the extratropical NH there appears to be little effect below 10 mb, while above 10 mb there is a reduction in the strength of the polar vortex in the easterly forced experiments relative to the westerly forced experiments. This reduction in vortex strength in the easterly QBO phase is in the same sense as seen in observational studies. However, the magnitude of this effect is much smaller than indicated in empirical studies. Baldwin and Dunkerton (1991) have composited the DJF mean zonal winds from Na-
tional Meteorological Center (NMC) analyses for the easterly and westerly extremes of the QBO (determined from 40-mb winds at Singapore). They find differences between their easterly and westerly composites of as much as 8 m s\(^{-1}\) near 5 mb and 60°N. This contrasts with the less than 2 m s\(^{-1}\) difference apparent at high latitudes in the present Fig. 22 at the 5-mb level. However, it should be noted that Baldwin and Dunkerton used only 12 years of data in their study. The present results are based on a total of 40 seasons. It turns out that repeating the computation of Fig. 22 using somewhat smaller samples (say 10 years in each phase) can lead to results that look much more like those of Baldwin and Dunkerton. This sampling problem is also evident in a formal analysis of statistical significance that was conducted using a \(t\) test (and assuming independence of each DJF simulation). The shading in Fig. 22 shows the regions where the difference between the easterly forced and westerly forced zonal winds were judged as 95% significant (using a two-tailed \(t\) test and assuming each winter is independent). None of the results in the NH polar vortex were found to be significant. This emphasizes the drawback of using realistic models in a sensitivity study of this kind. While the large interannual variability generated spontaneously in the control run is welcome, it does mean that long integrations may be necessary to clearly extract extratropical signals in perturbation experiments. Certainly the present results call into question studies based on a single winter of integration, such as that of Kodera et al. (1991).

Interestingly, the extratropical results in Fig. 22 that are judged statistically significant are in the SH mesosphere. The magnitude of the wind difference between the two experiments is fairly small (a maximum of about 5 m s\(^{-1}\) near 65 km and 50°S), but this still stands out above the small natural interannual variability in the summer hemisphere. This midlatitude wind anomaly might be caused by the effects of the diabatic circulation induced by the large tropical forcing in the upper stratosphere and mesosphere, or it could reflect the tropical mean flow filtering of gravity waves generated in the tropical lower atmosphere and propagating into the extratropical mesosphere. The work of Manzini and Hamilton (1993) has demonstrated that a significant fraction of the extratropical mesospheric gravity waves in the SKYHI model are forced by convection in the low-latitude troposphere. The SH result in Fig. 22 is interesting in light of the limited rocket observations that suggest an extratropical mesospheric extension of the familiar tropical stratospheric QBO (Groves 1973).

6. Equilibration of the stratospheric water vapor field

This section presents a brief examination of the long-term equilibration of the water vapor distribution in the SKYHI model stratosphere. This is admittedly somewhat tangential to the main purpose of this paper, but the availability of the very long N30 integration represents an unprecedented opportunity to examine this issue in a 3D GCM with a serious representation of the middle atmosphere. The importance of the timescale of equilibration for coupled dynamical–photochemical models is evident, and attempts have been made to determine similar timescales from observations and from simple models. For example, Garcia and Solomon (1983) estimate a residence time of roughly 1 year for the lower stratosphere in their 2D photochemical–transport model. Holton (1990) used an indirect observational determination of the transport across the 100-mb surface to infer a turnover time of 2.5 years for the atmospheric layer lying above 100 mb.

It should be noted that the equilibrium water vapor distribution in the model stratosphere is expected to be somewhat unrealistic. The lack of the well-known in situ chemical source (oxidation of methane) and the unrealistically cold tropopause temperature (and hence an overly desiccated source of tropospheric air) are certain to result in unrealistically low simulated stratospheric mixing ratios. However, assuming that the transport processes are reasonably well represented in the model, these other deficiencies should not appreciably affect the equilibration timescale. The drop in stratospheric mixing ratios from the initially specified values in the model is actually a nice indication of the model stratosphere filling up with tropospheric air that has passed through the tropopause "cold trap." The
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time for this tropospheric air to replace the stratospheric inventory is likely a crucial timescale for stratospheric equilibration of any long-lived tracer with a tropospheric source or sink.

Figure 23 shows the average water vapor mass mixing ratios for the polar caps at 1.08 mb for each of 25 consecutive years of the control N30 integration. Results for the Tropics (not shown) are very similar. By 1985 when the detailed N30 data were first archived (and Fig. 23 begins) the 1.08-mb mixing ratios had dropped to about 1.8 ppmv (from the 2.5 ppmv specified in the original 1978 initialization; see HWMU). The mixing ratios continue to drop noticeably for the next decade or so and then appear to equilibrate at about 1.12 (SH) and 1.08 (NH) ppmv. The approach to equilibrium is roughly exponential with an e-folding timescale of just under 4 years. This compares reasonably well with Holton's estimate of 2.5 years [the lifetime for upper-stratospheric air is likely to be longer than for the entire atmospheric layer considered by Holton; see Mahlman and Moxim (1978)]. The results reaffirm that comprehensive dynamical–photochemical models must be run for rather substantial periods in order to guarantee equilibration of the chemical constituents.

Just as for many other aspects of the model results described in this paper, much more analysis could be performed on the stratospheric water vapor budget. For example, the cause of the interhemispheric gradient in the equilibrated water vapor field evident in Fig. 23 could be determined. It would also be interesting to apply Holton's (1990) technique to the model data and to then compare the results with the present direct determination of the stratospheric residence time.

7. Conclusions

This paper has reported on an investigation of day-to-day and interannual variability in the NH stratospheric circulation as simulated in a sophisticated, troposphere–stratosphere–mesosphere GCM. In a companion paper (HWMU) the basic NH winter stratospheric simulation was shown to be in reasonably good agreement with observations. In particular, the problem of an unrealistically intense polar vortex that plagued earlier simulations is largely eliminated. One expects the mean strength of the vortex and the degree of interannual variability to be closely related, since a strong vortex is less penetrable by quasi-stationary waves (Charney and Drazin 1961; McIntyre 1982). It is heartening that the good SKYHI NH mean polar vortex simulation is accompanied by a realistic degree of interannual variability. By contrast, the simulated SH vortex is known to be unrealistically strong (HWMU), and the interannual variability is also weaker than observed (Mahlman et al. 1994).

One apparent bias in the control simulation is the tendency for major warmings to occur too frequently in December (and thus for the model to overestimate the interannual temperature variance in December, at least above 10 mb). It is worthwhile to consider whether this may be related to deficiencies in the mean simulation as well. It has been noted that observed sudden warmings often have two stages. Many very strong warmings are preceded by a smaller wave event that apparently causes erosion of the edge of the high potential vorticity core to "precondition" the vortex to be penetrated by a later wave pulse (McIntyre 1982). The SKYHI model seems to have a tendency for the vortex to be somewhat too strongly confined near the pole, particularly in the upper stratosphere (HWMU). This unrealistically small vortex may thus be in what might be termed a permanently preconditioned state. Thus, it may be more subject than the polar vortex in the real atmosphere to breakdown by the first significant wave pulse of the winter.

While the focus of this paper has been on the winter in the extratropical NH, it was noted that the SKYHI model does not reproduce the degree of interannual temperature variability in the tropical and summer hemisphere middle atmosphere that is apparent in the NMC analyses. Part of this problem lies in the virtual absence of the QBO in the model (the QBO in temperature in the real atmosphere has a peak amplitude ~2°C), but it is also conceivable that the variability is overestimated in the observations. Certainly it is easy to imagine effects (such as the spurious inhomogeneities in the observational record or changes in atmospheric composition) that could add ~1°C to the interannual variance estimated from several years of NMC data.
A series of simple tropical SST perturbation experiments was conducted to estimate the effects on the SKYHI simulated stratosphere. The observed influence of the SO on the extratropical winter stratospheric circulation was well reproduced in these experiments. It was demonstrated that the direct penetration of the effects of the SST anomalies into the tropical stratosphere is extremely weak in the model. This suggests that little connection will be found between the tropospheric SO and any aspect of the circulation in the tropical stratosphere.

Just as in the companion paper (HWMU), the approach in the present paper has been somewhat descriptive. There are many aspects of both the control and perturbation simulations that require further analysis and investigation. To conclude this paper, a few proposed projects along these lines will be mentioned. First, the detailed dynamics of the sudden warmings as well as the implications of the model results for the predictability of stratospheric warmings are now being studied through additional detailed analysis and new model experiments. The SKYHI control integration itself is being continued with the intention of confirming the peculiar decadal variability seen in polar temperatures. This issue might also be addressed by means of long integrations with a simplified model. These would be similar to those already reported by James and James (1992) but should also include a radiative forcing that can produce a reasonable stratosphere, a forcing mechanism for stationary waves, and a seasonal cycle.

Finally, the impressive SKYHI simulation of the observed El Niño effects in the extratropical stratosphere represents a very challenging case for the application of simplified models of stationary waves. Such models have had some success in explaining the tropospheric response of GCMs to imposed tropical SST anomalies (e.g., Ting and Held 1990). It would be interesting to see how well such models can handle the propagation of the extratropical stationary wave anomaly into the winter stratosphere (with its large time-mean zonal asymmetries).
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