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[1] This paper incorporates the latest improvements in intersatellite calibration, along
with a new statistical technique, to determine the diurnal and seasonal cycles and climatic
trends of 1978–2004 tropospheric temperature using Microwave Sounding Unit
measurements. We also compare the latitudinal distribution of temperature trends from the
surface and troposphere with each other and with model simulations for the past 26 years.
The observations at the surface and in the troposphere are consistent with climate
model simulations. At middle and high latitudes in the Northern Hemisphere, the zonally
averaged temperature at the surface increased faster than in the troposphere while at
low latitudes of both hemispheres the temperature increased more slowly at the surface
than in the troposphere. The resulting global averaged tropospheric trend is +0.20 K/10 yr,
with a standard error of 0.05 K/10 yr, which compares very well with the trend
obtained from surface reports.
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1. Introduction

[2] The global temperature trend is difficult to measure
since natural climate variability and observation errors can
have random trend-like warming and cooling for limited
time intervals, which can lead to errors and even mask the
climatic trends. To reduce these errors and improve the
accuracy of the trend, one needs to improve the data
accuracy and increase the record length. Century-long
surface air temperature records were used to detect a global
climate trend prior to the existence of satellite measure-
ments. More recently, the overlapping time series of satellite
measurements from the Microwave Sounding Unit (MSU)
have been used to detect the tropospheric temperature trend
over the past 25 years [Mears et al., 2003; Vinnikov and
Grody, 2003; Christy and Norris, 2004]. This study uses a
more accurate intersatellite calibration technique [Grody et
al., 2004] together with diurnal cycle corrections [Vinnikov
and Grody, 2003; Vinnikov et al., 2004] to improve the trend
analysis. In addition to obtaining the global trend, we
compare the MSU latitudinal distribution of trend with
those determined from surface air temperature measure-
ments and climate model simulations.

[3] Microwave radiometers such as the MSU measure the
temperature emanating from different layers of the Earth’s
atmosphere by detecting the thermally emitted radiation at
different frequencies within the 50- to 60-GHz portion of
the oxygen band. Calibration of the radiometers is obtained
by viewing cold space and an onboard warm target of
known temperature at the beginning and end of every scan
cycle. Between calibration periods, the MSU views the
Earth and measures the upwelling thermal radiation, or
brightness temperature, at four frequencies within the oxy-
gen band. The nadir viewing measurements at 53.74 GHz
(denoted channel 2) mainly respond to temperature varia-
tions in the middle troposphere, so this channel is used to
monitor changes in tropospheric temperature. Besides
responding best to tropospheric temperature, the near nadir
measurements eliminate the need for angular (i.e., local
zenith angle) adjustments of the measurements as the MSU
scans from nadir, or as the satellite height changes due to
orbital decay.
[4] In addition to the tropospheric contribution, approx-

imately 10% of the radiation measured by MSU channel 2
results from changes in surface temperature and another
10% from the atmosphere above 180 hPa. It is important
to recognize, however, that unlike the changes in temper-
ature, surface emissivity only results in a 1% variation
because of the compensating surface emitted and down-
welling reflected radiation [Grody et al., 2004]. Therefore
the change in the globally averaged measurements due to
temporal variations in emissivity (e.g., due to changes in
sea ice, snow cover, or soil wetness) is negligibly small.
Of greater importance is the diurnal variation in surface
temperature due to orbital drift and the different satellite
observing times. Such diurnal variations must be accounted
for when constructing a time series using the 26 years of
satellite measurements.

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 111, D03106, doi:10.1029/2005JD006392, 2006

1Department of Atmospheric and Oceanic Science, University of
Maryland, College Park, Maryland, USA.

2Center for Satellite Applications and Research, NOAA/NESDIS,
Camp Springs, Maryland, USA.

3Department of Environmental Sciences, Rutgers University, New
Brunswick, New Jersey, USA.

4Geophysical Fluid Dynamics Laboratory, NOAA, Princeton, New
Jersey, USA.

5Climate Research Unit, University of East Anglia, Norwich, UK.

Copyright 2006 by the American Geophysical Union.
0148-0227/06/2005JD006392$09.00

D03106 1 of 14



[5] We also recognize that the MSU channel 2 brightness
temperature trend may be underestimated compared to in
situ tropospheric temperature warming because of strato-
spheric cooling [Fu et al., 2004; Fu and Johanson, 2005]. It
is important to note, however, that the climate model
simulations of MSU channel 2 used here include both the
surface and stratospheric contributions, so that our compar-
isons between modeled and observed channel 2 brightness
temperatures are completely valid. Stated differently, rather
than adjust the channel 2 measurements we have chosen to
include the surface and stratospheric contributions in the
MSU climate model simulations, which are then compared
directly with the satellite measurements.
[6] We take advantage of the latest improvement of inter-

satellite calibration [Grody et al., 2004], which we apply to
the MSU channel 2 measurements to enable a more accurate
global temperature trend, in addition to its latitudinal
distribution, over the period 1978–2004. Until now, empir-
ical procedures have been used to intercalibrate the MSU
observations. Previous researchers [Christy et al., 2000;
Mears et al., 2003] assumed that the error in the MSU
brightness temperature measurements, DTb, is directly pro-
portional to variations of the warm target temperature used
for calibration, Tw , plus a constant offset, a, i.e., DTb = a +
bTw. However, we have shown that this empirical adjust-
ment model which was to account for errors in the pre-
launch nonlinearity coefficients does not follow from the
theory and design of the MSU instruments [Grody et al.,
2004]. Furthermore, if statistical regression is used to
estimate the correction coefficients a and b from the
observed time series of Tb and Tw [Mears et al., 2003;
Christy and Norris, 2004], a trend-like variation in target
temperature, Tw, due to drifts in the satellite orbit can
artificially modify the climatic trend in the brightness
temperature Tb. Our approach to account for instrumental
errors is quite different [Grody et al., 2004].

2. Intersatellite Calibration of MSU

[7] Our analysis incorporates the MSU channel 2 bright-
ness temperature measurements observed at nadir from the
TIROS-N, NOAA-6, 7, 8, 9, 10, 11, 12, and 14 satellites,
for the time interval between November 1978 and Decem-
ber 2004. The data were preliminary averaged over 2.5� �
2.5� latitude-longitude grids and over 5-day intervals (pen-
tads) separately for ascending and descending orbits. Com-
pared to our earlier study [Vinnikov and Grody, 2003] which
only considered global averages, we do not combine MSU
with AMSU (Advanced Microwave Sounding Unit: the
next generation of microwave sounders) observations here,
since MSU has different frequencies and, hence, different
weighting functions than AMSU for the midtropospheric
channels. Therefore, although the difference between
AMSU and MSU brightness temperatures can be assumed
to be approximately constant for global averages, this
simplification cannot be applied for regional and zonal
averages since then the differences depend much more on
the vertical profile of air temperature, which can affect the
regional and seasonal trend estimates. Also, MSU observa-
tions poleward of 82.5�N and 82.5�S have been excluded to
eliminate differences in nadir viewing coverage for the a.m.
and p.m. NOAA satellites, since this can result in a global

mean difference of 0.1 K between the two types of satellite
observations, and subsequently lead to errors in the inter-
satellite calibration.
[8] To more accurately account for instrumental errors,

a physically based procedure was developed by Grody et
al. [2004] to calibrate multisatellite observations for
climatic studies. If Tb is the Earth-viewing measurement,
the corrected brightness temperature measurement T0b is
given by

T 0
b ¼ Tb � dT � ZdU½ �; ð1Þ

where the bracketed term is the calibration bias. The bias
contains an offset, dT, that depends on the cold space and
warm target calibration errors, and a parameter dU, which is
proportional to the calibration target errors as well as the
uncertainties in the instruments’ nonlinearity. The dU
parameter in equation (1) is multiplied by a Z factor,

Z ¼ Tb � TCð Þ TW � Tbð Þ; ð2Þ

which is a function of the measurements of Earth, cold
space temperature TC, and the warm target, TW. Therefore,
unlike the offset, the second bias adjustment ZdU varies in
space and time as the satellite orbits the Earth. These
temporal variations can have the same periodicities as the
seasonal and diurnal variations of brightness temperature so
that we were unable to simultaneously determine the
instrumental adjustments and climatic variations using the
self-consistent approach developed earlier by Vinnikov and
Grody [2003], which was only used to determine the offset
in the bias, i.e., dT. This study uses the more accurate
intersatellite calibration technique based on (1) to improve
the trend analysis.
[9] The nonlinear factor Z(Tw,Tb) in (1) depends on the

brightness temperature measurements, which vary with
latitude, as well as on the warm target temperature. As such
our technique does not need to use the temporal information
associated with Tw to derive the calibration adjustment
parameters, but only needs to use the latitudinal variation
from two widely spaced zones to derive the bias parameters
in (1). As discussed by Grody et al. [2004], this minimizes
the possibility of including trend-like variations in Tw when
deriving the calibration adjustments. Stated differently, in
our approach, a nonclimatic trend in Tw cannot cause
noticeable error in the calibration parameters.
[10] As discussed in detail by Grody et al. [2004], both

dT and dU are derived using statistical analysis whereby
the differences between overlapping satellite measure-
ments are minimized with the Z-factors being the predic-
tands. The overlapping pentads of satellite measurements
can be used to obtain a multitude of equations for
determining the calibration parameters. However, one
must account for the fact that these individual measure-
ments are not statistically independent. Also, as mentioned
above, this procedure can introduce a nonclimatic trend in
Tw. In our approach, the measurements are grouped [Wald,
1940] into two broad equal-area latitudinal bands, joined
at a common latitude, and temporally averaged over an
extended time period comprising many pentads. The long-
time average reduces the effect of any trends in the warm
target temperature on the analysis as well as the noise
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introduced by the nadir measurements viewing the same
location at different times.
[11] In addition to calibration errors, some of the differ-

ence between satellite measurements is due to diurnal
variations. To reduce the effect of diurnal variations on
the measurements, the ascending and descending orbital
brightness temperatures are averaged together. This filters
all odd harmonics in a Fourier series representation of
the diurnal variation, leaving the second harmonic as the
dominant term. The bias parameters are obtained by apply-
ing (1) to each of the two latitudinal zones and each of the
12 overlapping satellite intervals, assuming that the cor-
rected brightness temperatures are approximately equal for
each pair of overlapping satellites, and minimizing the
difference between overlapping measurements. Although
we do not know a priori the calibration accuracy of any
instrument we chose to reference all offsets to the MSU on
NOAA-10 (i.e., dTNOAA-10 	 0), since the referenced offset
adds the same constant to all MSU measurements, thereby
not affecting the use of the data for climatic trend analysis.
However, a change in the dU parameter for one MSU
changes the bias parameters for all other instruments
nonuniformly. Therefore an incorrect reference for dU can
significantly alter the trend of the MSU time series so that
the best estimates of this parameter were obtained for each
instrument using the least squares technique described by
Grody et al. [2004]. The calibration parameters estimated
by Grody et al. [2004] have been recomputed here by
excluding all observations for latitudes higher than 82.5�S
and N; the new parameters are given in Table 1. The
changes in the parameters are noticeable, but they do not
result in significant change in the trend estimates. Also, the
standard errors of the estimates are small compared to real
uncertainties in their values.
[12] As discussed by Grody et al. [2004], the averaged

measurements for two wide latitudinal belts have been used
for intersatellite calibration of MSU radiometers since they
provide the maximum difference in brightness tempera-
tures. These two zones were also chosen since they have
equal areas and together fully cover the globe. The season-
al-diurnal patterns of the expected value for these two
zones are discussed in the next sections.

3. Methodology of Trend Analysis

[13] The model used here to analyze the time series
contains a linear climatic trend in addition to seasonal and

diurnal cycles, and has been described earlier by Vinnikov
and Grody [2003] and Vinnikov et al. [2004]. In summary,
we express the observed measurements y(t) at time t as the
sum of two components,

y tð Þ ¼ Y tð Þ þ y0 tð Þ; ð3Þ

where the expected value Y(t) contains the seasonal and
diurnal variations as well as the climatic trend, while its
residual (or anomaly, in the language of climatologists) y0(t)
is mostly related to natural climate variability, and contains
nonperiodic atmospheric variations such as those due to
volcanic eruptions and El Niño and La Niña events. The
expected value of the observed variable is

Y tð Þ ¼ A tð Þ þ tB tð Þ; ð4Þ

where A(t) and B(t) are periodic functions which are
approximated as the product of two finite Fourier series, one
having seasonal harmonics while the other has diurnal
harmonics,

A tð Þ ¼
XK
k¼0

ak sinWk t þ bk cosWk tð
" #

�
XN
n¼0

a0n sinynt þ b0n cosynt
�" #

ð5aÞ

B tð Þ ¼
XL
l¼0

cl sinWl t þ dl cosWl tð
" #

�
XM
m¼0

d0m sinymt þ d0m cosymt
�" #

: ð5bÞ

[14] The left-most bracketed term in A(t) characterizes the
diurnal variation of surface temperature, so that it contains
harmonics at frequencies Wk = 2pk/H whose fundamental
period H = 1 day. This diurnal variation is modulated by the
second bracketed term, which characterizes the seasonal
variation of temperature and contains harmonics at frequen-
cies yn = 2pn/T whose fundamental period T = 1 year.
Mechanisms such as vertical convection couple the surface
temperature with the lower atmosphere so that A(t) also
represents the midtropospheric temperature observed by
microwave temperature sounders. Less obvious is the phys-
ical basis of the second term in (4) which contains a linear
trend that is varied by B(t) to account for possible seasonal
and diurnal variations. The upper limits N and M are the
number of harmonics needed to approximate the seasonal
variations, while K and L are the number of harmonics
needed to approximate the diurnal variations in A(t) and B(t).
[15] The product of the two Fourier series in (5a) and (5b)

can also be written as a single series containing harmonics
at frequencies Wn and yn as well as their sum and differ-
ences, while the coefficients are products of ak and a0n for
example,

A tð Þ ¼
XIX
i¼0

âi sinwit þ b̂i coswit
h i

ð6aÞ

B tð Þ ¼
XJX
j¼0

ĉj sinwjt þ d̂j coswjt
h i

; ð6bÞ

Table 1. Offsets (dT) and Parameters (dU) in Equation (1) Used to

Adjust Pentad and 2.5� � 2.5�-Averaged Observed MSU Channel

2 Brightness Temperatures for Ascending and Descending Orbitsa

Parameter dT, K sdT, K dU, 104 K�1 sdU, 10
4 K�1

TIROS-N 0.42 0.05 �0.20 0.07
NOAA-6 0.06 0.04 �0.48 0.05
NOAA-7 0.36 0.04 �0.33 0.05
NOAA-8 �0.12 0.04 �0.86 0.06
NOAA-9 �0.14 0.03 �1.08 0.05
NOAA-10 0 0 �0.85 0.06
NOAA-11 �0.17 0.03 �0.73 0.06
NOAA-12 0.29 0.03 �0.50 0.07
NOAA-14 0.33 0.03 �0.55 0.07

aHere sdT and sdU are standard errors of these parameters.
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where w0 = 0, w1 = y1, w2 = W1, w3 = 2y1, w4 = 2W1, etc.
As shown in Figure 1, a total of 24 frequency components
(sines and cosines) exist up to the second harmonic, of
which four contain the first harmonic of the diurnal and
seasonal cycles, while the other 20 terms involve sum and
difference frequencies. Therefore, unlike the two indivi-
dual Fourier series in (5a) and (5b), the frequencies of the
combined series are no longer equally spaced due to
mixing of the annual and diurnal periods. As such, the
new coefficients in (6a) and (6b) are no longer
independent of one another as in a Fourier series
representation. Second, (4) contains a linear trend, so
that the combined waveform, A(t) + t B(t), is no longer
periodic with annual periodicity T and the different
harmonic components in A(t) and B(t) are also coupled
together. Third, the observations occur at different times
of the day as the satellite drifts. For all of these reasons
the coefficients must be obtained numerically and are
interdependent.
[16] For analysis of the temperature time series (4), it is

generally only necessary to consider frequency compo-
nents up to the second harmonic in the seasonal and
diurnal cycles for A(t) and only up to the first harmonic
in the diurnal cycle for B(t). Furthermore, the daily and
seasonal oscillations nearly average out to zero when
taking the yearly averaged expected value over the com-
plete 26-year time series so that hYi = b̂0 + d̂0t, where d̂0
is the long-term climatic trend in annual averages and b̂0 is
the detrended value of hYi. However, a complete set of
coefficients, up to the second harmonic, is needed to
display the diurnal and seasonal variations of the expected
value. Also, as mentioned previously, the expected value
coefficients are dependent so that the addition of a second
harmonic component in A(t) can modify the linear trend
coefficient, d̂0.
[17] Because we know nothing a priori about the residual

term y0(t), the unknown coefficients âi, b̂i, ĉj, d̂j in (6) are
first estimated using the ordinary least squares technique,

X ¼ MtM½ ��1
Mt � y ð7aÞ

where

X ¼ â0 � � � âIX b̂0 � � � b̂IX ĉ0 � � � � ĉJX d̂0 � � � d̂JX
�� �� t;

ð7bÞ

y ¼ y t1ð Þy t2ð Þ � � � � � �y tPð Þj jt; ð7cÞ

M ¼

c1;0 � � � c1;IX s1;1 � � � s1;IX u1;0 � � � u1;JX v1;1 � � � v1;JX
c2;0 � � � c2;IX s2;1 � � � s2;IX u2;0 � � � u2;JX v2;1 � � � v2;JX

� � � � � � � � � � � �
cP;0 � � � cP;IX sP;1 � � � sP;IX uP;0 � � � uP;JX vP;1 � � � vP;JX

��������

��������
;

ð7dÞ

with

ci;j ¼ Cos wjti
� 	

; si;j ¼ Sin wjti
� 	

; ui;j ¼ tici;j; vi;j ¼ tisi;j:

ð7eÞ

where t is the transpose and �1 denotes the inverse matrix
operator. In (7a), the column matrices X and y contain the
respective unknown coefficients and P temporal measure-
ments, while the rectangular matrix M contains the sine and
cosine terms computed at the different harmonic frequencies
and observation times.
[18] The ordinary least squares technique assumes inde-

pendent observations with equal variances of residuals, i.e.,

y0 t1ð Þy0 t2ð Þ ¼ 0 for t1 6¼ t2; and y0 tð Þð Þ2 ¼ s2 ¼ const;

ð8Þ

where the overbar denotes an ensemble average. This
simplification has been applied in our earlier analyses
[Vinnikov and Grody, 2003; Vinnikov et. al., 2004] and will
be used initially here as well. However, as discussed in the
next section, we will also use the statistical properties of the
residuals y0(t) to improve the accuracy of the coefficients by
applying a generalized least squares technique to account
for correlations in the measurements. The generalized least
squares solution for the coefficients is given by [e.g.,
Jenkins and Watts, 1968]

X ¼ MtV�1M

 ��1

MtV�1 � y; ð9Þ

where V is the covariance of the residuals, which is a
symmetric square matrix,

V ¼

R 0ð Þ R t12ð Þ R t13ð Þ � � � R t1Pð Þ
R t21ð Þ R 0ð Þ R t23ð Þ � � � R t2Pð Þ

..

. ..
. ..

. ..
.

R 0ð Þ

���������

���������
; ð10Þ

whose elements will be discussed next.

4. Global and Regional Trends of MSU
Measurements

[19] We calculated pentad averages of the brightness
temperature measurements separately for the ascending

Figure 1. Schematic illustration of amplitude spectrum,
jF(wi)j2 = ai

2 + bi
2, showing all of the components up to the

second harmonic in the seasonal and diurnal cycles.
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and descending orbits for each of the nine satellites carrying
MSU instruments. The measurements have also been aver-
aged separately for eight geographical regions: high (30�<
jjj < 82.5�) and low latitudes (jjj � 30�) used for
calibration [Grody et al., 2004]; globally (jjj < 82.5�),
which is close to that used by Vinnikov and Grody [2003];
three regions generally having a weak diurnal cycle, Arctic
(75�N < j < 82.5�N), Antarctic (75�S < j < 82.5�S), and
tropical ocean(15�S < j < 25�S); and two regions generally
having a strong diurnal cycle, North African Saharan desert
(10�W–30�E, 10�N–25�N), and the Tibetan plateau
(75�E–110�E, 25�N–45�N). The regions with the weakest
and strongest diurnal cycles were selected based on work by
Dai and Trenberth [2004]. We also conditionally assumed
that the time of observation is equal to the equator crossing
time and does not depend on latitude. Related information
for NOAA polar orbiters was obtained from Ignatov et al.
[2004].
[20] The ordinary least squares technique for independent

observations was used to compute the expected value
coefficients [Vinnikov and Grody, 2003; Vinnikov et. al.,
2004], where Table 2 lists the trend estimates for each of the
eight geographical regions. In addition to the expected
value, the residuals y0(t) = y(t) � Y(t) have also been
computed. However, the residuals represent meteorological
anomalies which we consider to be stationary so that the
lag-covariance function of pentad and spatially averaged
brightness temperatures depends only on the time difference
t = jt2 � t1j, i.e.,

R tð Þ ¼ s2 r tð Þ; ð11Þ

where s2 is the empirically estimated variance, and r(t 6¼ 0)
is the empirically estimated lag correlation for different lags
t using pentad averages of brightness temperature observed
during ascending or descending parts of the satellite orbit.
Such pentad-averaged data are attributed to the middle days
of each pentad. Small differences in the lags, related to
differences in equator crossing time of satellites, are
ignored. We also consider that the temporal (pentad) and
spatially (region) averaged variance is s2 = so

2 + d2 where
so
2 is the real variance of the residual and d2 is the variance

of the random error of measurement. The d2 for each time
series are estimated as d2 = [1 � r(t ! 0)] s2 where it is
assumed that r(t ! 0) = r(t = 12h), estimated to be the
correlation coefficient between pentad averages for
ascending and descending orbits (given in Table 2). The

estimated lag-correlation functions for the eight selected
regions are shown in Figure 2 and will be used in the
generalized least squares solution (9) to improve the
expected value coefficients. However, before being used,
these empirically estimated lag-correlation functions have
been multiplied by Hann’s correlation window with a cut
point at lag = 365 days.
[21] From November 1978 to December 2004, the cli-

matic trends in the MSU channel 2 brightness temperature
for the eight geographical regions have been estimated
simultaneously with diurnal cycle corrections using a gen-
eralized least squares technique that accounts for dependent
data using the lag-covariance functions of the residuals
estimated above. The means, standard deviations and trend
estimates are also shown in the Table 2. For the tropical half
of the globe, the generalized least squares technique
provides a somewhat smaller climatic trend estimate of

Figure 2. Empirically estimated lag correlations of
pentad-averaged MSU channel 2 brightness temperatures
for eight selected regions. These functions are used in
constructing the covariance matrix (equation (10)), which
is used in the generalized least squares technique (see
equation (9)).

Table 2. The 1978–2004 MSU Channel 2 Brightness Temperature Trend Estimates for Eight Regions of the Globe,

Using Ordinary and Generalized Least Squaresa

Region Tmean, K s K

Least Squares for Independent Data Least Squares for Correlated Data

r(t)t = 12 hours Trend, K/10 yr Trend, K/10 yr sTrend, K/10 yr

High latitudes 244.6 0.25 0.96 0.19 0.18 0.03
Low latitudes 256.6 0.31 0.99 0.26 0.21 0.07
Global 250.7 0.22 0.98 0.22 0.20 0.05
Antarctic 224.3 1.34 0.99 �0.06 �0.06 0.09
Arctic 237.0 1.33 0.99 0.27 0.31 0.07
Tropical oceans 255.7 0.34 0.96 0.25 0.21 0.06
North Africa 258.5 0.54 0.93 0.31 0.29 0.06
Tibet 250.2 0.96 0.84 0.32 0.32 0.06

aNumber of harmonics used to approximate seasonal and diurnal cycles in A(t) and B(t) are equal to K = N = M = 2, L = 1 (see
equation (5)).
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+0.21 K/10 yr compared to +0.26 K/10 yr when using the
ordinary least squares technique. Also, the global trend
estimates decreases from +0.22 K/10 yr to +0.20 K/10 yr
when accounting for dependent measurements. The differ-
ences in the trend estimates for the other regions are
relatively smaller and therefore of less importance.

[22] To better illustrate the effect of taking into account
the lag-correlation of the residuals, we calculated compar-
isons between the expected value obtained using ordinary
least squares and those obtained using the generalized least
squares method. Using the ordinary least squares approach,
Figure 3 shows contour plots of the mean temperature

Figure 3. Estimates of seasonal and diurnal variations in the multiyear mean temperature, in the first
and second harmonics of the diurnal cycle, and in the trend B(t), obtained from ordinary least squares for
independent observations.
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together with the first and second harmonics of the diurnal
cycle in A(t), and the trend, B(t), for each of the eight
regions, plotted as a function of time. Figure 4 shows the
same estimates obtained using the generalized least squares
technique. There are no noticeable differences (Figures 3

and 4) between estimates of the mean value and first
harmonic of the diurnal cycle. However, the amplitude of
the second harmonic of the diurnal cycle looks to be over-
estimated when the autocorrelation of the residuals is not
taken into account. This is particularly noticeable in the

Figure 4. Estimates of seasonal and diurnal variations in the multiyear mean temperature, in the first
and second harmonics of diurnal cycle, and in the trend B(t), obtained from generalized least squares for
correlated observations.
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tropics, which has the largest scale of temporal autocorrela-
tion (see Figure 2) and very small diurnal cycle amplitudes.
Conversely, the improvement obtained when taking into
account the autocorrelation is relatively smaller for Sahara
and Tibet, where these regions have the largest second
harmonic for the surface air temperature. Since the coeffi-
cients are coupled, changes in the second harmonic compo-
nent in A(t) produce noticeably different trend estimates
when comparing the ordinary and general least squares
result. It is also quite clear that by taking into account the
autocorrelation in the observed data we obtain more accurate
estimates of all parameters, including the amplitude of the
second harmonic of the diurnal cycle and climatic trend.
[23] It is important to note that the changes in the local

equator crossing time of the satellite orbits are automatically
taken into account in our analysis of the expected value,
since the observation times are explicitly contained in theM
matrix. For polar orbiters, which make observations twice a
day, the changes in local equator crossing time can however
affect the calculations of the second harmonic of both the
diurnal cycle as well as the seasonal cycle. As an example
of this effect, Figure 5 shows the time series of the globally
averaged expected value of MSU channel 2 after removing
the first harmonic of the diurnal and seasonal cycles, along
with the trend term, B(t), in (4). Note the strong seasonal
variations from the second harmonic, which often have
different signs for different satellites. It is interesting that
the total effect of these variations on the global trend
estimate is negligibly small, being less than 0.01 K/10 yr.
Corrections of the observed data for equator crossing time
are much larger however for regions with strong diurnal
cycles, as in North Africa and Tibet, where amplitudes of
the second harmonic of the diurnal cycle are up to four
times larger than they are for global averages (see Figure 4).
[24] The statistical technique that we use here to estimate

the expected value Y(t) is linear so that the spatial average of
Y(t) over different geographical regions is equal to the
combined spatial average over all regions. The estimates
in Figures 3 and 4 were obtained for selected regions and
latitude bands, where we shall now examine the zonal
averages.

5. Time Series of Zonal Averages of MSU
Channel 2 Brightness Temperature

[25] In addition to obtaining global averages, we com-
puted zonal averages over 10-degree latitudinal bands using

the time series of pentad averages. Again, we determine the
coefficients in the expected value Y(t) and residuals y0(t)
using the ordinary least squares technique. The residuals are
then used to estimate the lag-covariance functions for each
zone, after which the generalized least squares technique is
applied to obtain the final estimates of the expected value
coefficients. As in the work of Vinnikov and Grody [2003],
the number of harmonics for the seasonal and diurnal cycles
in A(t) and B(t) are M = N = K = 2, L = 1. For each latitude
zone, Figure 6 displays the time series of the pentad
averaged MSU channel 2 brightness temperature measure-
ments, which includes the expected value and residual
terms. All adjustments for calibration and time of observa-
tion have been made in these time series. Also shown is a
very small sloping line which is the climatic trend in annual
averages, whose slope is almost unrecognizable compared
to the seasonal variations. Furthermore, the anomalies are
also almost unrecognizable from these seasonal variations.
Figure 7 shows the time series of the anomalies y0(t) for
each latitude zone. They represent real climatic process but
all that we can see in these time series are a few well-known
El Niño/La Niña events in low latitudes and noise amplifi-
cation toward the poles.

6. Latitudinal Distribution of Trends

[26] Figure 8 shows the latitudinal distribution of the
trend of annual averages based on this latest calibration
and analysis procedure. The observed MSU channel 2
brightness temperature trend was between +0.2 K/10 yr
and +0.3 K/10 yr north of 30�S, but decreased south of this
latitude until it became a small negative value. The vertical
bars in the figure display the root mean square error of the
trend estimate at each 10� latitude band due to climate
variability. However, uncertainties in intersatellite calibra-
tion can introduce additional errors in these trend estimates.
[27] For comparison purposes, Figure 8 also displays the

trends in the observed surface air temperature, based on the
combined land surface air [Jones and Moberg, 2003] and
marine [Rayner et al., 2003] sea surface temperature
anomalies from a 1961–1990 base period. The same trend
estimate for all of Antarctica south of 65�S, land only, is
plotted twice at 70�S and 80�S. As for the MSU trend, the
vertical bars display the root mean square error of the trend
estimates for surface air temperature based on natural
climate variability. These data are less accurate over data-
sparse areas such as the sea-ice-covered oceans and polar

Figure 5. Effect of changes in equator crossing time on computed daily averages in global and pentad
averaged MSU channel 2 brightness temperatures observed from NOAA satellites. This plot only
contains the contributions from the second harmonic components, with the first harmonic seasonal and
diurnal components removed.

D03106 VINNIKOV ET AL.: TROPOSPHERE-SURFACE TEMPERATURE TRENDS

8 of 14

D03106



regions, which have few permanent land-based meteorolog-
ical stations. The root mean square errors of the MSU
tropospheric trends and surface trends are greater at high
latitudes because of the increased local temperature vari-
ability and the decreased zonal areas, which amplify the
variability of zonal averages at high latitudes [Vinnikov,
1986].
[28] The tropospheric trends obtained from the MSU and

the surface air temperature trend have almost the same

global mean, but display different latitudinal patterns in
Figure 8. At low latitudes, the tropospheric trend exceeds
the surface air temperature trend, whereas the surface
warming greatly exceeds the tropospheric warming trend
north of 25�N. This latter feature is consistent with a more
stable temperature structure with increasing latitude, which
tends to decouple the surface layer from the troposphere,
and is not significantly altered by the small warming
trends. However, the trends have different directions in

Figure 6. Expected value and anomalies combined of the pentad and zonally averaged MSU channel 2
brightness temperature. The nearly horizontal lines are the climatic trend in annual averages.
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the Antarctic region. Owing to the high elevation ice
sheets, the surface temperature contributions in the MSU
channel 2 brightness temperatures are much larger than
10% so that one would expect to see similar features in
both the MSU and surface data. However, in the 65�S–
85�S zone the surface data over Antarctic continent are
only based on a small number of the permanent stations
which are less representative of the Antarctic region than
the satellite observations. Of course, as was discussed

earlier, we can speculate that it is reasonable to expect
larger differences between the surface record and MSU
channel 2 for regions with lower tropopause heights. To
further examine the physical reasons for the observed
patterns, we turn to our best theoretical understanding of
the climate system, which is based on an atmosphere-
ocean general circulation model.
[29] Here we use the Geophysical Fluid Dynamics

Laboratory (GFDL) climate model [Manabe et al., 1991;

Figure 7. Time series of detrended pentad and zonal averaged anomalies of MSU channel 2 brightness
temperature.

D03106 VINNIKOV ET AL.: TROPOSPHERE-SURFACE TEMPERATURE TRENDS

10 of 14

D03106



Delworth et al., 2002]. We use these results as an example
and expect that most climate models would produce
similar trends [Cubasch et al., 2001; Santer et al.,
2005]. Specifically, we use ensemble runs of the R30
version of this model, forced by observed changes of
CO2 and sulfate aerosols [Delworth and Knutson, 2000;
Delworth et al., 2002]. Three runs of the GFDL model
having different initial states, but with the same forcing,
show the 1978–2004 surface warming trend to be about
+0.2 K/10 yr, which is close to the observed surface
trend of +0.17 K/10 yr. To simulate the corresponding
MSU channel 2 trend we use the GFDL modeled
atmospheric and surface temperatures, surface pressure,
and sea ice thickness as input to the radiative transfer
model of Grody et al. [2004]. The surface emissivity in
this computation was assumed to be 0.95 for land and sea
ice (thicker than 2 cm) and 0.53 for water surfaces. Also
included is the effect of changing sea ice extent on the
emissivity and resulting microwave brightness temper-
atures [Swanson, 2003]. Figure 9 shows the 1978–2004
ensemble averaged trend estimates for the GFDL modeled
surface air temperature and simulated MSU channel 2
trends. Errors in these trend estimates due to the natural
variability of climate change are computed using the
900-year control run of the same model.
[30] The latitudinal dependence of the modeled trends in

Figure 9 and the observed trends in Figure 8 have similar
features. As with the observed trends, the modeled surface
temperature trend is also smaller than that of simulated
MSU in the low latitudes and larger in the high latitudes of
the Northern Hemisphere. The absence of thermal convec-
tion in very cold climatic conditions appears to decouple the
surface temperature and free atmosphere trends. This is
why we do not see polar amplification in the middle
troposphere and in the MSU brightness temperatures.
However, the polar amplification in the Northern Hemi-
sphere in the modeled surface temperature is stronger than
in the observed data. As a result, the modeled MSU trend
does not decrease with increasing latitude. Still, the
agreement between the observed and modeled MSU trend

north of 45�S is remarkable. There is also no cooling trend
found in the modeled temperatures at high latitudes in the
Southern Hemisphere. We can speculate that ozone deple-
tion is responsible for the Antarctic cooling in the free
atmosphere [e.g., Thompson and Solomon, 2002], which is
not included in the model. In addition to not including
ozone depletion, many other important radiative forcings
are not included such as volcanic eruptions, indirect effect
of aerosols, direct aerosol effects due to black and organic
carbons, and the effects due to land surface changes and
many other potential agents capable of changing climate.
These factors may be responsible for the differences
between the observed and modeled trends. However, the
largest well understood forcings [Ramaswamy et al., 2001]
are included in the model integrations used here. The
indirect effect has very large uncertainties [Ramaswamy
et al., 2001].
[31] Previous work showed larger differences between the

climatic trends of temperature measured by the microwave
satellite instruments and those determined from surface
observations [Wallace et al., 2000]. Our improvements in
the intersatellite calibration of the MSU instruments have
resolved much of the difference between the satellite
measurements and surface observations. This consistency
between observations has been further strengthened by the
correlation observed with climate models. The high corre-
lation between observations and modeled results is shown in
Figure 10 by plotting the difference between the surface air
temperature and MSU brightness temperature for both the
observed and modeled results of Figures 8 and 9. The error
bars shown for the modeled results were computed from the
same 900-year control run and represents the effect of
natural climate variability. Unfortunately, however, error
bars cannot be estimated for the observed trends because
of the very short period of observations. However, the
similarity of two curves, particularly between latitudes of
±60�, gives us confidence in both the observations and
model results.

Figure 8. Zonally averaged 1978–2004 surface and
satellite (MSU channel 2) observed air temperature trends.
The vertical bars display the root mean square error of these
trend estimates.

Figure 9. Zonally averaged 1978–2004 surface and
satellite (MSU channel 2) modeled air temperature trends,
from the GFDL R30 climate model ensemble run forced by
changes in CO2 and sulfate aerosol [Delworth and Knutson,
2000; Delworth et al., 2002]. The vertical bars display the
root mean square errors of these trend estimates.
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[32] We do not see any serious inconsistencies between
the 1978–2004 climatic trends observed by the MSU,
surface temperature measurements, and climate model runs.
The agreement between observations and the model give us
more confidence in both. Furthermore, our results suggest a
decreased vertical stability of the atmosphere (with the
surface warming faster than the troposphere) in high and
middle latitudes and an increasing stability (surface warm-
ing more slowly than the troposphere) at low latitudes,
which we also find in model simulations of contemporary
climate change. This result was predicted long ago by
climate models [Manabe and Wetherald, 1975; Hansen et
al., 1984] and later found in observations from the global
radiosonde network [Vinnikov et al., 1996]. Although there
is much uncertainty in the forcings used [Ramaswamy et al.,
2001], in the model’s response [Cubasch et al., 2001], and
in sampling the observational signal, the fact that the model
and observations agree so closely gives us more confidence
in both the observational record and in the model projec-
tions of future climate change. Santer et al. [2005], using
Intergovernmental Panel on Climate Change Fourth Assess-
ment simulations of contemporary (20th century) climate
variations by 19 of the most comprehensive modern climate
models, have shown that the tropical tropospheric amplifi-
cation phenomenon is model independent, and provided a
very clear physical explanation.

7. Additional Uncertainty in Satellite Data

[33] Grody et al. [2004] pointed out that if we know that
one instrument is much better calibrated than the others,
this instrument could be chosen as an unbiased reference
instrument, i.e., dT = dU = 0. Since we have no such a
priori knowledge, we assumed that one of the radiometers,
NOAA-10, has a zero offset (i.e., dTNOAA-10 = 0.), since
this assumption does not affect the trend estimate. It is

possible, however, that one of the instruments is really
much better calibrated than all of the others. In such a case
it should be chosen as reference instrument with the
assumption that dT = dU = 0. Using this approach, Table 3
shows the resulting climatic trend in the globally averaged
MSU channel 2 brightness temperature under the assump-
tion that the calibration of one radiometer is error free.
Note that all of the trend estimates are within the range of
0.20 K/10 yr to 0.27 K/10 yr. It is quite reasonable to
expect that the true trend is somewhere inside of this
interval, which is surprisingly small. The current best
estimate of the trend, based on assumption that none of
instruments is perfectly calibrated, is 0.20 K/10 yr (see
Table 2). It is interesting, however, that all of the adjust-
ment coefficients, dU, given in Table 1 have the same
negative sign. It looks as if all nine MSU instruments have
channel 2 calibration nonlinearity biased in the same
direction, with the TIROS-N MSU radiometer having the
smallest magnitude of adjustment, dU. By choosing this
instrument as reference we obtain a global trend estimate
the same 0.20 K/10 yr. It also looks as if the difference
between instruments does not significantly increase the
uncertainty in the global climate trend estimates. Further-
more, none of the instruments being used as reference
decreases the global trend estimate below 0.20 K/10 yr.
[34] For completeness, we compare this latest trend of

0.20 K/10 yr with the first trend analysis of MSU channel 2
and AMSU channel 5 by Vinnikov and Grody [2003],
which only considered constant biases (i.e., dU = 0 in
(1)) and precalibrated the MSU’s using earlier prelaunch
nonlinear coefficients [Mo, 1995]. As a result, the global
trend was 0.26 K/10 yr for the 24-year period ending in
2002. To obtain accurate comparisons, the Vinnikov and
Grody [2003] technique was applied to the updated 26
years of MSU measurements, which were precalibrated
using the latest prelaunch nonlinear coefficients [Mo et
al., 2001] used in this paper. These updated MSU measure-
ments resulted in a different set of constant bias adjustments
as well as a slightly smaller global trend of 0.24 K/10 yr.
This trend is only a little larger than the 0.20 K/10 yr
obtained here using the more accurate intersatellite calibra-
tion method [Grody et al., 2004]. However, in addition to
providing a more accurate trend, this latest technique
automatically corrects for systematic errors in the prelaunch

Figure 10. Differences between 1978–2004 trends in
surface and troposphere air temperatures based on observa-
tions (Observed) and climate model (Modeled), i.e.,
difference of plots in Figures 8 and 9. These differences
have different signs in low and high latitudes. Root mean
errors of modeled differences (shown with vertical bars)
were estimated from a 900-year control run of the same
model.

Table 3. Global Trend of MSU Channel 2 Brightness Temperature

Estimates Using Different MSU Instruments as Referencea

Reference MSU

Overlaps

12 8

TIROS-N 0.20 0.20
NOAA-6 0.22 0.22
NOAA-7 0.22 0.21
NOAA-8 0.23 0.24
NOAA-9 0.27 0.24
NOAA-10 0.26 0.23
NOAA-11 0.26 0.23
NOAA-12 0.23 0.21
NOAA-14 0.24 0.21
aUnit is K/10 yr. The column pertaining to overlaps = 12 means that all

overlapping observations were used to estimate the calibration adjustment
coefficients [Grody et al., 2004]. The results based on overlaps = 8 means
that only the eight longest satellite overlaps were used in estimating the
calibration adjustments [Vinnikov and Grody, 2003].
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nonlinear calibration coefficients so that the results are
insensitive to changes in the MSU precalibration. In con-
clusion, we find that the best estimate of the globally
averaged trend of MSU channel 2 is 0.20 K/10 yr, with a
standard deviation of 0.05 K/10 yr (see Table 2), which
compares very well with the trend obtained from surface
reports.

8. Concluding Remarks

[35] Over the past 5 years, studies by different groups
have been performed to resolve the inconsistency between
the MSU measurements and surface reports. This work
began primarily as a consequence of the Wallace et al.
[2000] National Research Council Panel report entitled
‘‘Reconciling Observations of Global Temperature
Change.’’ At that time, only the trend analysis of MSU
data by Christy et al. [2000] of the University of Alabama,
Huntsville (UAH) was considered, which concluded that the
global trend from the MSU tropospheric channel was
negligibly small (0.05 K/10 yr), whereas the trend based
on surface reports was about 0.17 K/10 yr. To help resolve
this inconsistency, the panel recommended that independent
studies be performed, by providing other groups with the
raw and processed MSU measurements. Three years later,
Mears et al. [2003] used the same method of intercalibrat-
ing the satellite observations as Christy et al. [2000], but
obtained a global trend of 0.12 K/10 yr. Mears et al.
concluded that the difference had to do with the manner
in which the limited NOAA-9 MSU data were merged in the
UAH analysis. However, as described in Section 1, com-
mon to both analyses was the empirical adjustment of the
MSU’s based solely on the warm target temperature. The
problem with their procedure is that the trend-like variation
of the warm target temperature (due to orbital decay) is
included in their adjusted measurements. Vinnikov and
Grody [2003] recognized that the empirical adjustment
developed by the UAH group modifies and can reduce the
real climatic trend, so that it was not used in their analysis of
MSU data. Consequently, they obtained a global trend
between 0.22 and 0.26 K/10 yr. More recently, Grody et
al. [2004] developed a more accurate technique of inter-
calibrating the MSU’s based on the physical characteristics
of the instruments, which includes the uncertainties in the
calibration targets and nonlinearity (equation (1)). The
improved calibration adjustments have been applied in this
paper and result in a globally averaged trend of 0.20 K/10 yr
(Table 2). This trend is a little larger than the trend in
surface records and than the latest trend estimate obtained
from radiosonde records by Sherwood et al. [2005], who
recognized that the inhomogeneity associated with radio-
sonde measurements [Lanzante et al., 2003a, 2003b] can
be significantly reduced by using only nighttime data.
However, the trend in globally averaged tropospheric
temperature has a minimum in the nighttime, so we would
expect the actual trend to be larger than the estimate by
Sherwood et al. [2005]. The trends in zonal averages of
MSU channel 2 tropospheric temperature and in surface air
temperature estimated in this paper should be considered
as observational evidence of tropical tropospheric amplifi-
cation phenomenon, previously known mostly from climate
models [e.g., Vinnikov et al., 1996].

[36] The recent publication by Fu et al. [2004] evaluates
the stratospheric influence on the MSU channel 2 measure-
ments. It also attempts to reduce the stratospheric contribu-
tion in the measurements by combining channel 2 with the
stratospheric channel 4. Others have also discussed the
relationship between the two channels [Tett and Thorne,
2004; Gillett et al., 2004]. Unfortunately, uncertainties in
calibration as well as the statistical nature of the different
channel responses can result in large errors when combining
these widely vertically separated channels to reduce the
stratospheric contribution in channel 2. We can give an
illustration of these effects by answering the question of
why is there no signature of two major volcanic eruptions
(El Chichón in 1982, and Pinatubo in 1991) in the time
series of zonal temperature anomalies shown in Figure 7. It
is well known that volcanic stratospheric aerosols cause
surface (and tropospheric) cooling of a few tenths of a
degree (K) and stratospheric warming of the order of a few
degrees [Robock, 2000]. However, as mentioned in the
introduction, the MSU channel 2 weighting function inte-
grates these changes with weights of about 0.9 and 0.1
correspondingly and therefore averages out the two oppos-
ing temperature changes due to volcanic eruptions. This
cancellation effect for MSU channel 2 is approximately
correct for volcanic effects but obviously depends critically
on the vertical structure of the temperature profile. It is also
evident that any errors in calibration of these two channels
can result in large errors when combining the channels to
remove the stratospheric contribution in channel 2. As
explained in section 1, it is for this reason that we compare
the MSU channel 2 measurements directly with forward
model calculations that include the stratospheric contribu-
tion, rather than attempt to correct the measurements for
stratospheric effects.
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