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A Two-Dimensional Coupled Ice-Ocean Model of the 
Bering Sea Marginal Ice Zone 
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A two-dimensional coupled ice-ocean model has been formulated and applied to the wintertime 
Bering Sea marginal ice zone. The oceanic component is a multilevel model that incorporates 
second-moment closure for turbulent mixing in the water column. The ice cover is modeled as a 
viscous-plastic continuum. Melting at the ice-ocean interface is computed using well-known law- 
of-the-wall concepts in a turbulent boundary layer, with particular attention to the disparate 
momentum and scalar transfer resistance coefficients over rough walls. The thermodynamic and 
dynamical interactions between the ocean and the ice cover and the energy balances at the air-ice and 
air-sea interfaces are modeled according to the companion paper (Mellor and Kantha, this issue). The 
model incorporates barotropic tides, both diurnal and semidiurnal, for application to the Bering Shelf. 
Double-diffusive fluxes across the interface between the colder, fresher layer beneath the melting ice 
and the warmer, more saline water underneath are prescribed from laboratory data on double-diffusive 
convection. During winter, sea ice in the central Bering Sea is transported toward the shelf break by 
off-ice winds, where it encounters northward flowing warmer north Pacific waters and melts. It is this 
situation to which the two-dimensional model has been applied by neglecting all variations in the 
along-ice-edge direction. The water conditions downstream of the ice edge, the ice conditions 
upstream, and the wind stress are the primary inputs to the model. The model simulates transition from 
ice-covered to open ocean conditions and the associated ice edge front and the two-layer circulation 
underneath the ice cover. Sensitivity studies indicate that the density structure and the circulation 
beneath the ice and the position of the ice edge are rather sensitive to the parameters affecting the 
dynamics and the thermodynamics of the coupled ice-ocean system. Even small changes in the 
relevant parameters can cause a substantial retreat or advance of the ice edge, which may help explain 
why marginal ice zones are such dynamically active regions. 

1. INTRODUCTION 

Marginal ice zones (MIZs) are regions of the world's 
oceans where the ice cover gives way to open water. They 
are dynamic regions, profoundly influenced by the interac- 
tion of all three mediums: the ice, the ocean, and the 
atmosphere. Their variability on synoptic time scales is 
important for numerous ice edge processes associated with 
MIZs, such as ice edge fronts, meanders, and mesoscale 
eddies. MIZs are important to our understanding of climatic 
fluctuations as well. 

The ice cover mediates the interaction between the atmo- 

sphere and the ocean in a MIZ, and therefore the influence of 
ice cover is rather crucial to the dynamics and thermody- 
namics of the coupled system as a whole. In this article, 
however, we will deal only with the coupled ice-ocean 
medium, wherein the atmospheric forcing is prescribed and 
unaffected by the changes in the ice-ocean system. 

The ultimate objective of the current study and the com- 
panion study by Meller and Kantha [this issue] (hereinafter 
MK) is the development of a general purpose coupled 
ice-ocean model with realistic dynamical and thermody- 
namic coupling between the two media, simple but plausible 
ice rheology, and a fully three-dimensional multilevel ocean 
general circulation model subcomponent for proper param- 
eterization of ice-ocean interactions. Our goal is a model that 
is suitable for simulation of local ice edge processes in a MIZ 
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as well as the circulation in a large ice-covered ocean body 
such as the Arctic under the most general conditions. The 
one-dimensional studies of MK was the first step in the 
process of evaluation of the various subcomponents of the 
model, whereas the central Bering Sea MIZ simulation 
presented here is an intermediate step. 

Coupled ice-ocean models have been applied to MIZ 
processes in the past, notable examples being Reed and 
O'Brien [1983], Reed [1984], Smedstad and Reed [1985], and 
Hakkinen [1986a, b]. These authors attempted to simulate 
and understand ice edge processes such as upwelling/ 
downwelling, ice banding, and eddy generation, using the 
simplest possible dynamics. Thus they restricted the oceanic 
component to a reduced gravity model and concentrated on 
the ice-ocean interaction, using either simplified [Reed and 
O'Brien, 1983] or comprehensive [Hakkinen, 1986a, b] ice 
rheology. On the other hand, multilevel ocean models have 
been coupled to the ice and applied to the Arctic Ocean by 
Hibler and Bryan [1987] and Semtner [1987] and to a 
wind-driven coastal shelf by Ikeda [1985]. These authors 
used Hibler's viscous plastic ice rheology to model internal 
ice stresses [Hibler, 1979]. Semtner [1987] has used simpli- 
fied Hibler rheology. None of these, however, tried to model 
the turbulent exchange processes, at the ice-ocean interface, 
that involve disparate heat and salt resistance coefficients. 

Some studies have concentrated on the thermodynamic 
effects of sea ice cover [e.g., Parkinsen and Washington, 
1979], assuming the fluxes at the ice-ocean interface as 
prescribed a priori. On the other hand, Hibler and Walsh 
[1982] and Lepparanta and Hibler [1985] have concentrated 
on the ice dynamics, ignoring the thermodynamical interac- 
tion completely. 

It is only recently that the disparity in the various under- 
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ice resistance coefficients has been taken into account, 
starting with Mellor et al. [1986], who formulated a one- 
dimensional multilevel model of the ocean and coupled it to 
the ice thermodynamically. Ikeda [1986] also formulated a 
similar one-dimensional model, with a somewhat simpler 
second-moment closure, but he ignored the disparity in the 
momentum and scalar resistance coefficients. This approach 
has some drawbacks. For example, considering the heat and 
salt resistance coefficients under ice to be the same does not 

lead to constitutional supercooling during freezing condi- 
tions, a phenomenon that could be of considerable impor- 
tance in the formation of frazil ice [Steele et al., 1989]. 

A two-dimensional (in the vertical plane) version of the 
ice-ocean coupled model under development is applied in 
this study to simulate the central portion of the wintertime 
Bering Sea MIZ. During winter, sea ice in the Bering Sea is 
formed in the northern regions of the inner shelf and trans- 
ported southward toward the shelf break by off-ice winds, 
where it encounters the generally northward flowing warmer 
north Pacific Ocean waters and melts. Following the analysis 
of Hendricks et al. [ 1985], all variations in the along-ice-edge 
direction are neglected, so that a two-dimensional model 
simulating changes across the ice edge can be applied. This 
presumes that the along-ice-edge scales are much larger than 
the scales across the ice edge, a condition often approxi- 
mated in a MIZ. 

On the Bering Sea shelf the ice is generated in the northern 
regions mainly in polynyas near coastal regions during 
offshore wind conditions and transported toward the outer 
shelf by winds. It would take a fully three-dimensional model 
of the Bering Shelf to reproduce these ice generation aspects 
and the circulation on the shelf. However, our focus in this 
work is rather limited. We pose the following question: 
Given a certain ice influx onto the outer shelf, how then does 
the ice edge position behave as a function of the various 
forcing parameters? Essentially, this is another way of 
inquiring into the influence of forcing parameters on the 
melting rate of ice. This question can be answered using a 
local two-dimensional model, and the need to use a three- 
dimensional model to incorporate the complexities of ice 
generation and shelf circulation does not arise. 

The primary model inputs are the water properties down- 
stream (southward) of the ice edge, the ice properties 
upstream, and the wind velocity. The latter is assumed to be 
uniform over the MIZ, although the atmospheric boundary 
layer itself is known to undergo significant changes across a 
MIZ because of the differing roughness scales associated 
with the interior pack ice, rafted floes in the MIZ, and open 
water, as well as of the differing net heat exchange between 
the ocean and the atmosphere in these regions (see for 
example, Overland et al. [1983], Reynolds [1984], Bennett 
[1986], and Kantha and Me#or [1989]). To account for these 
changes, however, a coupled ice-ocean-atmosphere model is 
needed, and this is beyond the scope of this paper. Numer- 
ical simulation of the modifications undergone by the atmo- 
spheric boundary layer as it traverses the marginal ice zone 
is the subject of Kantha and Me#or [1989]. The results from 
coupling this two-dimensional boundary layer model with 
the ice-ocean model described in this paper will be the 
subject of a future paper. 

The model simulates the transition from ice cover to open 
ocean and the associated ice edge front and two-layer 
circulation underneath the ice cover. The oceanic compo- 

nent is a multilevel model that solves the primitive equations 
of motion and incorporates, as well, a second-moment 
closure for vertical turbulent mixing in the water column. 
The latter parameterizes turbulent mixing under strong 
buoyancy fluxes at the sea surface, due to input of less saline 
water by melting ice and brine rejection during freezing. The 
associated heat and salt exchanges at the ice-ocean interface 
are computed using well-known law-of-the-wall concepts in 
a turbulent boundary layer over a rough surface. The dispar- 
ity in resistance coefficients for momentum, heat, and salt in 
a turbulent flow over a rough surface in the momentum, 
heat, and salt flux formulations is an important aspect of the 
model. The model uses the Yaglom and Kadet [1974] for- 
mulation for heat and mass transfer over a rough wall instead 
of the Sheppard [1958] formulation used by Mellor et al. 
[ 1986]. Treatment of the thermodynamic interaction between 
the ice and the ocean also accounts for the energy balance at 
the air-sea interface as well as that at the air-ocean interface 

in the leads between ice floes. 

The dynamical interaction between the ice and the ocean 
is accomplished through the solution of continuity equations 
for the areal fraction and mean thickness of ice and momen- 

tum equations that include the effect of the Coriolis force, 
the applied wind stress, the shear stress at the ice-ocean 
interface, and the internal ice stresses. The ice cover in the 
MIZ is modeled as a viscous-plastic continuum following 
Hibler [1979] and Lepparanta and Hibler [1985]. With our 
goal of development of a general ice-ocean coupled model in 
mind, the internal ice stress terms are retained in the 
formulation, although they are not always important in the 
MIZ, as, for example, during off-ice wind conditions. 

The melting ice in a MIZ produces a two-layer stratifica- 
tion underneath, with cooler fresher water masses overlying 
saltier warmer masses, a condition conducive to double- 
diffusive exchange of heat and salt between the two layers 
[Huppert and Turner, 1981; Turner, 1985]. Such fluxes 
across the interface between the layers lead to enhanced 
mixing in both layers and could cause considerable transfer 
of heat from the lower to the upper layer. In fact, Hendricks 
et al. [1985] imply that double diffusion is an important 
component of heat balance in a MIZ. A better understanding 
of the importance of double-diffusive transfer to ice melting 
in a MIZ is also a g0al of this study. Double-diffusive fluxes 
are therefore included in the model and parameterized from 
laboratory data on double-diffusive convection by Mar- 
morino and Caldwell [1976] and Takao and Narusawa 
[1980]. 

Tidal (and inertial) motions on a shelf are an important 
source of mixing, especially in the bottom layers. In this 
study we are interested in the wintertime MIZ observations 
by Hendricks et al. [1985] and Muench and Schumacher 
[1985] on a line across the Bering shelf in the vicinity of St. 
Matthew Island. Tidal measurements also were made by 
Moj)'eld [1986] in the vicinity of this line. The model incor- 
porates barotropic tides with tidal forcing prescribed from 
observational data cited by Mo0eld. Both diurnal and semi- 
diurnal tides are prescribed, although on the Bering shelf, 
diurnal constituents are by far the more important in its outer 
reaches [see Moj)'eld, 1986]. 

The primary goal of this study is to explore the causes of 
variability in a MIZ. In particular, we would like to examine, 
for example, the relative importance of tidal, wind-induced 
and double-diffusive mixing and the effect of heat loss 
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through the leads on the rate of melting of ice. The strategy 
is to obtain a base case simulation of the central portion of 
the wintertime Bering Sea MIZ, using the observations of 
Hendricks et al. as a guide, and then to investigate the 
changes in the ice edge position and the circulation under- 
neath that is brought on by changes in the various parame- 
ters governing the different processes that affect its variabil- 
ity. 

The paper is organized as follows: Section 2 deals with the 
formulation of the ice dynamics component of the coupled 
ice-ocean model. The rest of the details of the coupled model 
can be found in the companion paper by MK. Section 3 deals 
with simulation of the wintertime Bering Sea MIZ and 
sensitivity studies that elaborate on the dependence of the 
ice edge position and the circulation underneath the ice on 
various model parameters. Section 4 contains concluding 
remarks. 

2. MODEL FORMULATION 

The coupled model consists of a primitive equation, mul- 
tilevel, fully nonlinear ocean model that interacts with an ice 
model which is similar to the lowest resolution ice model of 

Semtner [1976] but which differs in the manner in which 
several processes are physically modeled. The details of the 
coupled model can be found in the paper by MK. Only some 
salient aspects and features specific to this study will be 
repeated here. The companion paper (MK) does not describe 
the constitutive equation for internal ice stresses, which will 
therefore be described here for completeness and future 
reference, even though the internal ice stresses are not 
important in the present application, which deals with off-ice 
winds in a MIZ. The ice is pretty much in free drift under 
these conditions. However, the compaction that takes place 
during on-ice winds in a MIZ would require inclusion of 
internal ice stresses. 

The most important feature of the coupled model is the 
careful treatment of the turbulent exchange processes at the 
ice-ocean interface. Particular attention is given to the 
molecular sublayer embedded inside the roughness elements 
in the turbulent boundary layer underneath the ice. The 
turbulent mixing itself is parameterized by Mellor and Ya- 
mada's [1982] level 2 1/2 model. Since experimental evi- 
dence suggests that the size of the eddies that participate in 
the turbulence cascade process is limited by stable stratifi- 
cation, we impose an upper bound of 0.5 q/N on the 
turbulence length scale l, where q is the turbulence velocity 
and N is the ambient buoyancy frequency. 

2.1. Ice Model 

An important attribute of ice cover is the presence of 
relatively ice-free open areas through which a large part of 
the heat exchange between the ocean and the atmosphere 
takes place. It is therefore important to keep track of the 
extent of "ice-free" regions. This is done by writing a 
conservation equation for the areal fraction of ice. This 
empirical equation along with mass and momentum conser- 
vation equations describe the dynamics of ice cover: 

0 0 p0 
(A) + (A $ii ) = PI cI)(1 - A) WAo + HA (•) 

0_<A<_I 

0 0 

• (Ol) q- •x i (OlSli) 

= -- [(1 - A)WAo + A(WAt + Wto)] + HD (2) 
PI 

0 0 

o5 + - 
o A 1 o 

= -gD (0 + -- + -- (3) 
The first term on the right-hand side of (3) denotes the 

pressure gradient due to sea surface slope [Hibler, 1979; 
Parkinson and Washington, 1979], the second term denotes 
the stresses at the air-ice and ice-ocean interfaces, and the 
last term denotes the internal ice stresses. The quantities A, 
D• (= Ah•), and U• denote the areal concentration of ice, the 
ice volume per unit area, and the velocity of ice (see MK for 
the definition of the other quantities). 

Considerable empiricism is involved in modeling the inter- 
nal stress terms. It is widely known that ice cover cannot be 
modeled correctly as a Newtonian viscous fluid and that ice 
can flow plastically and can stand compression well but not 
tension. However, the choice of the best rheology for the 
MIZ is not clear. Shen et al. [1987] indicate that while a 
plastic rheology might be a good approximation for a closely 
packed collection of large ice floes, interlocking with and 
grinding against one another, a situation extant in the interior 
Arctic Pack ice, for a MIZ, where a loose collection of 
relatively widely spaced small ice floes bump and grind 
against one another, the rheology might more appropriately 
be a non-Newtonian fluid rheology [Shen et al., 1987]. Such 
collisional rheology has been modeled by these authors in 
terms of a collection of uniformly sized circular disks. 
However, there are unresolved issues related to the transi- 
tion between the two rheologies. Therefore for the time 
being we will adopt the conventional practice and follow 
Hibler [1979] in considering the ice to be a viscous-plastic 
isotropic continuum. The ice dynamics model will therefore 
be primarily applicable to relatively dense ice pack condi- 
tions. However, this is of little consequence to the current 
application because under off-ice winds of primary concern 
in this paper the ice concentration seldom becomes large 
enough for significant buildup of internal ice stresses. Ice 
stresses are included here primarily for completeness and 
future reference. 

The constitutive law for ice can therefore be written as 

o'•j=2rloEij+[(•o--rlO)Ekk--•---•I]80 ß (4) 
where % is the shear viscosity, sro is the bulk viscosity, and 
P• is the pressure (ice strength) term, which are given by 

Pt = P*Dt exp [ - C(1 - A)] (5) 

stø = 2A (6) 

Pi 
n0 = 2-X72e (7) 

The quantity % is the strain rate (deformation) tensor -= 0.5 
(OU•i/OX•. + OUv/OXi) and 
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A = max ekk + • (2%e0' -- e•k) , e0 (8) • (D•V•) + • (D•U•V•) + fU•D• 
The quantity e is the ratio of compressive to shear 

strengths, that is, the ratio of the major to minor axes of the 
elliptical yield curve in the principal stress space. Hibler 
[1979] sets P* = 5 x 103 N m -2, C = 20, e = 2, and 
eo = 2 x 10 -7 s -1. The value of e determines the relative 
importance of the bulk and shear viscosities. For e -• oo the 
shear viscosity vanishes. 

The above formulation renders the ice a plastic medium 
for which the internal stresses become independent of the 
strain rates where the rates are large. However, when the 
strain rates are small, a Newtonian viscous behavior is 
retained. The yield curve is an ellipse in the principal stress 
space, almost wholly confined to the negative region, so that 
the ice strength is mainly compressive and very small in 
tension [see Hibler, 1979; Lepparanta and Hibler, 1985]. 

Hakkinen [1986a, b] used a constitutive law, which can 
also be written in the form of equation (5) but with r/= P/2• 
and • = 0, where • is a function of the two invariants of 

2 
• -= exp ( - 1.5 x 108e•le•- e•/e01 ) (9) 

Hakkinen also chose a value for P* that is significantly 
smaller than Hibler's value and puts C = 15 instead of 20. 
Her formulation provides lesser resistance of ice to compres- 
sion, no tensile strength, and no bulk viscosity. 

Roed and O'Brien [1983] used only the pressure 
term (r/o = •o - 0) for model simulations in a marginal ice 
zone. Semtner [ 1987] used the bulk viscosity limit of Hibler' s 
formulation (r/o = 0) in his long-term simulation of the Arctic 
ice. This simple limit relaxes the strong time step constraints 
imposed by the full formulation so that long-term integra- 
tions are feasible. However, since these simpler formula- 
tions have limited domains of validity, it is preferable to 
retain the full rheology for general applicability. 

All the above rheological formulations postulate ice 
strength that is proportional to the ice thickness. More 
recently, for mesoscale coastal problems, Overland and 
Pease [1988] have argued for an ice strength that is propor- 
tional to the square of the ice thickness. 

In this study all variations in the along-ice-edge direction 
are ignored, and the governing equations for ice therefore 
become substantially simpler. For convenience, the y coor- 
dinate is aligned with the ice edge. Therefore the equations 
can be written in component form as 

I WAO] 0 0 Po cI)(1 - A) +HA 0'• (A) + •xx (A Ui) = PI hi J (10) 

0_<A_<I 

o o 

o'• (D•) + • (D•ug 

Po 
= -- [(1 -- A)WAo + A(WA1 + WAO)] + Ho 

PI 
(11) 

0 0 

O-• (D•U•) + •xx (D•U•U•) -fV•D• 

O•' A 
= -gDi •xx + -- (tAXx - rIOx) + F•x PI 

(12) 

O• A 

--- -gOi •yy + -- (TAiy -- TiOy ) -• Fiy pl 
(13) 

where 

1 o ou,, 

F• o• (no+•o) ox 2 (14) 

(15) 

Equations (10)-(15), along with equations (4)-(8), are 
solved for four prognostic quantities: ice concentration A, 
ice volume per unit area Dr, and the components of ice 
velocity Ut, and Vt. Note that ß is an empirical constant 
which is assigned different values for melting and freezing 
situations, •M and cP F. The evaluation of the source/sink 
terms in the continuity equations (WAo, WAr) and of the 
shear stress terms (rAt, rAO) in these equations are discussed 
by MK. A few remarks on the source/sink terms are, 
however, in order here. 

In application to a MIZ we are primarily concerned with 
melting conditions at the ice-ocean interface. The process of 
ice melting in a MIZ is rather complex. A variety of 
processes are at play, including bottom and lateral ablative 
processes, the relative importance depending on a variety of 
factors including floe size. Eddy activity, wave action, and 
collisional fracture of floes also enhance melting at the ice 
edge [Josberger, 1987]. It is clearly difficult to incorporate all 
these processes. Maykut and Perovich [1987] have recently 
reexamined the question of lateral melting of ice floes due to 
heat input to the leads. They point out that assuming all the 
excess heat in the leads goes to melt the ice floes laterally is 
one of the limits. This is equivalent to setting •M = 1 in (10). 
In this study we put •M = 0.5 and •F = 4 over the entire 
MIZ in accordance with the findings of MK. 

Horizontal diffusion terms HA and Ho on the right-hand 
sides of (10) and (11) are necessary for numerical reasons. 
Hibler [1979] used both biharmonic and harmonic diffusion 
terms, while Hakkinen [1986a] used a "weak" Laplacian 
term of unspecified magnitude. The diffusion terms can be 
written as 

H A = ADV2A - ADBV4A 
H o = AD•72Di- ADB•74Di 

(16) 

where Ao and AoB are coefficients of harmonic and bihar- 
monic diffusion. Hibler [1979] prescribes values for Ao and 
AoB corresponding to a cell Reynolds Number Rc of about 10 
(assuming a typical ice velocity of 4 cm s-l), where Rc is 
U•zXX/Ao for harmonic and UtAj(3/Ao• for biharmonic dif- 
fusion. 

Biharmonic diffusion is efficient in damping out high wave 
number numerical noise in the interior of a field, whereas a 
Laplacian diffusion appears to be essential for damping out 
oscillations in regions of strong gradients (such as an ice 
edge). In this work, which essentially deals with a marginal 
zone, we have put Ao• = 0 and used a value of Ao 
corresponding to a value of about 4 for the cell Reynolds 
Number R•.. This is not much different from the total 
effective diffusion employed by Hibler [1979]. It can be 
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shown that this is the value needed to damp out oscillations 
behind a propagating front governed by an advection- 
diffusion equation (see Rood [1987] for a comprehensive 
discussion of the advection-diffusion equation and its solu- 
tion). 

2.2. Coupling Between the Ice and the Ocean 

The dynamical and thermodynamic coupling between the 
ice and the ocean is described in detail by MK. In this work, 
following Overland et al. [1983] and Overland [1985], we set 
the drag coefficient at the air-ocean interface Ct•AO to 2 X 
10 -3 and that at the air-ice interface Ct•A• to 3.8 X 10 -3. 
These values are appropriate to a MIZ. 

Some comments with respect to the momentum roughness 
scale Zo and the Yaglom-Kader formulation are in order. In 
this formulation (see MK) the law of the wall for heat 
transfer over a rough surface at high Prandtl numbers can be 
written as 

- = - + BT (17) 

where 

BT = b( v/ CrT)O'66(UrZo/ v)0'5 

u, is the friction velocity, •the kinematic viscosity, and a the 
molecular diffusivity. The quantity Tw denotes the temper- 
ature at the wall, and T(z) refers to temperature at distance z 
from the wall. T. is the friction temperature, Pr t is the 
turbulent Prandtl number, and k is the von Karman constant. 
A similar relation holds for salinity. Yaglom and Kadet 
[1974] recommended a value of 3.14 for b, and this is also the 
value used by Steele et al. [1989]. However, McPhee et al. 
[1987], in a careful study of observational data on melting in 
the Greenland Sea MIZ, found that a value of b = 1.57 
provided the best agreement on melting rates. Nevertheless, 
it is not clear what the correct value of b should be. 

Josberger's observations [Josberger, 1987] appear to corre- 
spond to a value of b that is about one-fourth the Yaglom and 
Kader value (M. G. McPhee, personal communication, 
1988). Our own simulations, as we will see shortly, suggest a 
still smaller value for b. The issue is, however, complicated 
by uncertainties in the estimation of the under-ice roughness 
scale Zo. The formulation therefore needs to be studied 
further. Nevertheless, the fact that the resistance coeffi- 
cients to momentum, heat, and salt exchanges across a 
rough under-ice surface are significantly different and that 
this exerts considerable influence on these exchanges is well 
corroborated by empirical evidence. 

It is worth noting at this point that the Yaglom and Kadet 
formulation is a semiempirical fit to laboratory observational 
data on turbulent heat and mass exchanges across a rough 
surface. It is also somewhat similar to Owen and Thompson 
[1963] and Dipprey and Sabersky [1963] formulae, although 
the exponents and the constants differ. However, although 
the formulation is well supported at moderate values of 
Prandtl number •/a r, representative of heat transfer in water 
(Pt --• 13), its empirical basis is less firm at very high values 
of Schmidt number •/a s, represented by salt transfer (Sc 
2400). The reason is that even though there are a few 
experiments on ion exchanges at a rough surface repre- 
sentative of such Schmidt numbers [Dawson and Trass, 
1972; Grifoll et al., 1986] and the data from one of these has 

been used in Yaglom and Kader formulation, these experi- 
ments are for two-dimensional roughness elements. No 
laboratory experiments appear to have been done for three- 
dimensional roughness elements at high Schmidt numbers. 

The corresponding relation for turbulent heat (and salt) 
transfer across a smooth surface at high Prandtl (Schmidt) 
numbers is [Kadet and Yaglom, 1977] 

T.• - T(z) = T, •- ln -• +Bœ (18) 

where 

Bœ = 12.5 (I•/•T) 0'66-- 6.0 

This provides the lower bound on heat and mass transfer, 
since toward the ice edge in a MIZ the ice thickness and 
therefore the under-ice roughness could become small 
enough for the ice surface to be considered hydraulically 
smooth. 

The momentum roughness scale Zo is modeled by MK as 
the weighted mean of ice-covered and ice-free regions, 
following Taylor [1987]: 

zo = (Zo•r)A(zo0) (• - A) (19) 

where Zoi is the roughness scale of the undersurface of the 
ice and Zoo is the roughness scale of the ice-free region, 
taken from Charnock's relation Zoo = 8.7 u2,/g, where we 
assume that the roughness obtained for the airside of the 
interface equals that for the waterside. However, it is not 
clear what the effective Zo distribution across the MIZ should 
be. In the interior, where the leads are small and ice floes not 
rafted, the major contribution should be from the ice cover. 
And toward the edge of the MIZ the open water fraction 
becomes larger and the ice roughness decreases, so that the 
effective roughness might be expected to be weighted toward 
the open water. On the other hand, the ice floes toward the 
edge of the MIZ are increasingly buffeted by swell, and 
rafted, so that the effective Zo might actually be larger. In 
view of this uncertainty, in most of this work we have 
assigned a constant value for Zo across the MIZ. We do 
investigate the sensitivity of the results to Taylor's formula- 
tion. 

There are also some minor departures from MK in this 
study. For simplicity, snow cover is ignored but snow albedo 
is used at the top of the ice cover. However, as by MK, the 
effective heat conductivity of ice is set to 1.5 times its usual 
value (G = 1.5) to account for the predominance of heat loss 
through thinner portions of the ensemble of ice thicknesses 
that are represented here by a single average thickness. The 
energy balances are explicitly computed at both the air-sea 
and air-ice interfaces (see Appendix A of MK). When the 
energy balance indicates an ice surface temperature above 
the freezing point (0øC), it is set equal to the freezing value, 
and the excess heat is used to melt ice at the top of the floe. 
This meltwater is immediately allowed to run off into the 
ocean, that is, the parameter hsw as defined by MK is set to 
zero. 

2.3. Turbulent Mixing Beneath the Ice 

The three major sources of turbulent mixing beneath 
melting ice in a MIZ are (1) the shear stress at the ocean 
surface due to the action of the wind and ice drift, (2) the 
shear stress at the bottom of the shelf due to mean motion, 
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tides, and inertial oscillations and (3) double-diffusive con- 
vection across the interface separating the upper freshet and 
colder layer from the layer below. Of these the tidal mixing 
and d,_,,.,,_,,,.. •uui• c UIIIU31UII I lUl tlIUI tZICIUUI•LIUII, 

Tidal forcing. Observations of tides on the Bering Sea 
shelf [Moj)'eld, 1986] indicate their highly complex nature. 
The tides enter the outer shelf from the Pacific Ocean 

through the Aleutian Basin. The superinertial, semidiurnal 
components propagate freely across the shelf from the shelf 
break, while the subinertial diurnal components appear to be 
evanescent Sverdrup waves that decay across the shelf 
[MoJ)'eld, 1986]. The diurnal components dominate the outer 
shelf and are fairly uniform in the along shelf direction in the 
vicinity of St. Matthew Island [see MoJ)'eld, 1986, Tables 1 
and 2], while the semidiurnal components become more 
important on the inner shelf. A composite of diurnal and 
semidiurnal tidal amplitudes of 28.4 and 22.6 cm appears to 
exist in the vicinity of the outer shelf, decreasing to 14.0 and 
21.9 cm around the 50-m isobath (see MoJ)'eld, 1986, Table 
4]. These observations are used to drive the model by 
modulation of the sea surface elevation at the ends of the x-z 
domain of the model shown in Figure 1. 

Double-diffusive convection. Double-diffusive convec- 
tion can contribute to a rapid vertical transfer of heat and salt 

in the oceans even when the water column is stably stratified 
in the mean. The process depends on the disparity in the 
molecular diffusivities of heat and salt. In the Bering Sea 
MIZ, in the presence of meltwater at the surface, the water 
layers immediately beneath the ice are freshet and colder 
than those closer to the bottom. This situation is conducive 

to double-diffusive convection [Huppert and Turner, 1981; 
Turner, 1985] which can transport heat and salt from the 
bottom layers to the vicinity of ice and therefore affect the 
melt rate of ice and the heat balance in the MIZ. Hendricks 

et al. [1985] considered double-diffusive transport to be an 
important component of the heat balance on the Bering sea 
shelf. It is our intention to investigate in this paper the 
relative contribution of this process to the melting of ice on 
the Bering Sea MIZ. 

Some measurements of heat and salt transport across a 
double-diffusive interface have been made in the laboratory 
[e.g., Marmorino and Caldwell, 1976; Takao and Narusawa, 
1980], and these observations are used to parameterize the 
heat and salt transport across the stable interface separating 
the two layers beneath the ice in the model. The expression 

FT = F*{4.38 x 10-3r•ø'7][4.6 exp (-0.54(Tu - 1))]} 
(20) 
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gives the heat flux in W m -2 across a double-diffusive 
interface [Takao and Narusawa, 1980]. The Turner Number 
Tu and the parameter ra are 

Tu = 13sAS/13TA T (21a) 

ra = aS/aT (2lb) 

where AS and AT are the salinity and temperature differen- 
tials across the interface, and/3s and/3r are the correspond- 
ing coefficients of expansion/3s - 8 x 10 -4 ppt-•,/3r- 4 x 
10-5øC- •. The quantity ra, the ratio of molecular diffusivities 
of salt and heat, is taken as 0.0212. F* is given in W m -2 by 

ß /gi3T/XT • 0.33 

r* = 0.085 tCT[ VaT ) AT (22) 
where kr is the heat conductivity [0.58 W m-•øC-•], v is 
molecular diffusivity of momentum 1.8 x 10 -6 m 2 s -•, and 
ar is the molecular diffusivity of heat 1.39 x 10 -7 m 2 s -•. 
The salt flux across the interface is given by 

ttsFs _ 0.034 r•- 0.33 (23) pCp 13rEr 
where F s is ppt m s -•. For the values of constants cited 
above the kinematic heat and salt fluxes due to double- 

diffusive convection from the lower to the upper layer 
become 

(wT) a= -1.381 x 10-6(AT) 4/3 

ß exp {4.6 exp [ - 0.54(Tu - 1)]} (24) 

(wS) a= O.01(wT) a (25) 

the units of (wT) a and (wS) a being øC m s -• and ppt m s -l, 
respectively. 

The above values are for double-diffusive convection 

occurring in isolation. There is no observational data for 
these fluxes in the presence of shear. A simple approxima- 
tion is to assume that the double-diffusive fluxes can simply 
be added to other fluxes across the interface [see Kantha, 
1986], and this practice is followed here. Note that ra must 
be nonunity for double diffusion to occur, and equation (20) 
is valid when 

Tu > 0.49 r•- 0.38 (26) 

2.4. Boundary Conditions for the Model 

The boundary conditions applied at the ocean surface and 
the bottom have been discussed by MK. The lateral bound- 
ary conditions for the ice and ocean models are discussed 
here in the x - z model context. We ignore density gradients 
in the y direction (parallel to the ice edge) by putting OT/Oy = 
OS/Oy = Op/Oy = 0. This is consistent in the sense that the ice 
edge thermal front is along the ice edge, and therefore as 
long as the along-ice-edge scales are larger than those 
across, these conditions are well approximated. Thus the 
baroclinic component of currents is parallel to the ice edge. 
The y axis is oriented along the ice edge and is, in general, 
not parallel to the isobaths. And a constant nonzero along- 
ice-edge pressure gradient (O•/Oy) is imposed at the outer 
shelf. The sea surface elevation at the two ends of the model 

domain are prescribed as 

•(x = 0) = •90 sin [, TD// + •s0 sin [, Ts + •b0 
(27) 

•(X = L)= A• q- •DL sin [, To/] q- •SL sin [, ts + 4L 
where x = 0 denotes the outer shelf end of the model domain 

and x = L, the inner shelf end; A• is the cross-shelf mean 
elevation change, T D and T s are the diurnal (23.93 hours) and 
semidiurnal (12.42 hours) tidal periods. The parameters •Do, 
Go, •L, •SL, •bo, and •L are prescribed from Mo•eld's data: 
28.4 cm, 22.6 cm, 14.0 cm, 21.9 cm, 136 ø, and 212 ø, respec- 
tively. A zero-gradient condition is used for both compo- 
nents of external mode (vertically averaged) velocity at both 
x=0andx = L. 

As for internal mode quantities, a zero-gradient condition 
is imposed on the along-ice-edge velocity v and on the 
turbulence quantities at both x - 0 and x = L. The cross- 
ice-edge velocity component satisfies the Sommerfeld radi- 
ation condition 

Ou Ou 
+ c -- = 0 x = 0, L (28) 

Ot Ox 

where the phase speed c of the disturbances is computed at 
one grid point inward of the boundary. The finite differencing 
scheme is that due to Orlanski [1976]. Temperature and 
salinity at the boundaries are prescribed if they are being 
advected into the domain but advected out if the velocity is 
directed outward by solving 

O• (T, S) + •xx [u(T, S)] = 0 (29) 
From Hendricks et al. [1985] the prescribed temperature and 
salinity at x = L are -1.7øC and 31.6 ppt, while those at x = 
0 (near shelf break) are 2.5øC and 32.8 ppt. Since their 
measurements indicate a roughly barotropic condition near 
the shelf break, O•/Oy is prescribed from 

0s r f 
- U(x = 0) (30) 

Oy g 

/x• in (28) is prescribed from 

fL 
A• = • V(x = 0) (31) 

g 

where V(x = 0) is set to 8 cm s -•. 
For the ice model the inflow conditions on A, D•, and U• 

at x -- L are also prescribed from Hendricks et al. [1985] and 
zero-gradient conditions imposed at x = 0. At x = L, V• is 
put to zero. 

2.5. Numerical Details 

We employ a finite difference formulation to solve the 
model equations presented above. The numerical grid is 
Arakawa C grid, where all quantities are at the center of the 
grid, with the exceptions of the u components of velocity of 
both water and ice, which are displaced half a grid interval to 
the west, and v components, displaced half a grid interval to 
the south. The bottom stresses are similarly staggered, 
whereas the stresses at the ocean surface are weighted 
means of ice-covered and ice-free quantities and therefore 
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conveniently centered on the grid. The shear stresses, ver- 
tical velocity component, and turbulence quantities are 
staggered in the vertical with respect to velocity, tempera- 
ture, and salinity. 

The time differencing is two-step leapfrog. The ocean 
component is solved explicitly in the horizontal (but implic- 
itly in the vertical) using mode splitting and a time split of 
about 20. The ice component is solved implicitly to avoid 
stringent penalties in time step implied by potentially large 
internal ice stresses. The solution-splitting tendency associ- 
ated with the computational mode in a leapfrog scheme is 
suppressed by the use of a time filter. 

The numerical grid is 45 x 22, with a horizontal resolution 
of 7.5 km, a resolution that is rather too coarse to resolve 
some interesting ice edge processes such as ice banding but 
adequate for the present purposes. The grid covers the outer 
shelf with depths varying from 150 to roughly 50 m, and the 
bottom topography corresponds to that along the section 
shown in Figure 1, along which observations are available 
from the 1983 marginal ice zone experiment (MIZEX83). 

The model is integrated from arbitrary homogeneous 
initial conditions until steady state conditions are reached. 
The ice edge features such as the sharp density front are 
therefore generated by the model and not prescribed a priori. 
An integration time of 80 days is sufficient for this purpose in 
most cases, this time being essentially the advection time 
scale for a fluid particle to traverse the model shelf. The 
same strategy is also used in sensitivity studies as well, 
although an alternative is to integrate from the steady state 
conditions of the basic case. It is therefore worth noting that 
in these sensitivity studies, for most processes, the adjust- 
ment time should be considerably less. 

Horizontal diffusivities A2u and AN (for the ocean) are put 
equal to 250 m 2 s-•, and for the ice, At> = 1500 m 2 s-• in 
(16). 

3. RESULTS: SIMULATION OF THE BERING SEA MIZ 

During MIZEX West the wintertime Bering Sea MIZ was 
studied rather intensively from February to March 1983. 
Detailed observations of currents, water mass characteris- 
tics, wind forcing, and sea ice were made during this period 
[Muench and Schurnacher, 1985; Hendricks et al., 1985] (see 
also MIZEX Bulletin 6). The ice edge was close to the shelf 
break, and the associated oceanic frontal structure was well 
defined. The data from these observations have been used by 
Hendricks e! al. [1985] to estimate the approximate heat 
balance in the MIZ. These data are also well suited for 

application of the x - z model described in section 2. 
Figure 2 shows the temperature and salinity sections 

across the Bering Sea MIZ [from Hendricks et al., 1985] 
taken toward the end of February 1983. Current meter 
recordings taken during the same winter are, however, less 
reliable because of biofouling and wave pumping [Muench 
and Schurnacher, 1985]. 

Observations cited by Hendricks e! al. [1985] suggest that 
the various parameters take the following approximate val- 
ues (the uncertainty is as much as 35%) in the wintertime 
Bering Sea MIZ at the time of observations: 

-1 
U/(x = L)= -0.2-+0.05 m s 

D/(x = L) = 0.5-+0.1 m 

A(x = L) = 0.7-+0.1 

TA = -- 10-+2øC 

O- 

lOO- 

- 

200 - 

0 - 

z 100- 

• . 

200 - 

Fig. 2. Observed distributions of temperature (top) and salinity 
(bottom) along the transect shown in Figure 1 [from Hendricks et 
al., 1985]. 

-1 
Uw = 10- +1.5 m s 

-1 
U(x = 0) = 0.05-+0.02 m s 

r(x = 0) = 2.5oc 

S(x = 0) = 32.8 ppt 

Uw is the wind velocity and TA is the air temperature. It is 
emphasized that the above estimates can only be used as a 
first guess in simulating the MIZ conditions corresponding to 
Figure 2. Our primary objective is to investigate the sensi- 
tivity of the MIZ to various factors and therefore gain a 
better understanding of its variability. It is then necessary to 
adjust some of these parameters to obtain a simulation that is 
reasonably close to observations so as to serve as a realistic 
basic case simulation against which sensitivity studies can be 
done. Since the wind and the ocean inflow velocities are 

perhaps the most variable of the forcing parameters, we 
decided to adjust primarily their values to obtain the basic 
case simulation. 

The sensitivity of the ice edge position and the accompa- 
nying circulation became immediately apparent during this 
exercise. It was also discovered that when we used the value 

recommended by Yaglom and Kader [1974] for the constant 
b in (17), while the observed mean ice edge position could be 
obtained by a suitable combination of input parameters, the 
mixed layer under the ice cover would not cool down to the 
observed value of -1.7øC but stay consistently 0.2 ø to 0.3øC 
higher. Only when we lowered the value of b significantly did 
we get the observed cooling. We also discovered that tidal 
mixing was essential. Without it the mixed layer would be 
too shallow and the two-layer stratification would extend 
well onto the inner shelf, with the other parameters chosen 
so as to obtain the proper ice edge position. Also, double- 
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diffusive convection turned out to be of lesser importance 
than tidal bottom stirring and other processes. 

3.1. The Basic Case 

The following values were used to obtain the base case 
simulation: 

Wind velocity 

Wind angle 

Air temperature 

Inflow velocity 

Uw = 12ms -] 

aw = 0 ø 

TA = - 10øC 

-1 
U(x = 0) = 0.042 m s 

Inflow temperature 

Drag coefficient 

Drag coefficient 

Constant 

T(x = O) = 2.5øC 

CDAO=2X 10 -3 

CDA I = 3.8 x 10- 3 

b=0.52 

O, i i i i i I i i 

o 'i ø 
=• -7s '1 * o o• • 
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Fig. 3. Distributions of model-simulated temperature (top) and 
salinity (bottom) fields along the section shown in Figure 1 for the 
basic case (see the text for forcing conditions). The wind direction is 
to the left while the flow in the water column is predominantly to the 
right. Note the strong temperature and salinity front associated with 
the ice edge, which is located at about 80 km from the offshore 
boundary. The values are daily averages. 
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Fig. 4. Distributions of cross-ice-edge (top) and along-ice-edge 
(bottom) velocities in meters per second for the basic case. Note the 
thin layer of fluid near the surface that moves in the direction of ice 
motion, while the rest of the water column moves toward the inner 
shelf. Note also an along-ice-edge jet at the ice edge, which is 
located at about 80 km from the offshore boundary. The values are 
daily averages. 

Roughness scale 

z0 = 0.02 m 

Cloud fraction is 0.2 and the relative humidity is 0.75. 
The simulation corresponds to February 26. Note that the 

incident solar radiation for the period is not an important 
factor in the energy balance. The winds are perpendicular to 
the ice edge and in the off-ice direction. Figures 3-6 show the 
results. All the quantities displayed henceforth are daily 
averages at the end of the 80-day run. Note also that because 
the ice concentration stays well below 80%, the ice internal 
stresses are an insignificant factor in these simulations. 

Figure 3 shows the resulting temperature and salinity 
distributions. A well-developed two-layer circulation exists 
under the ice over most of the shelf, while on the inner shelf 
the water column is well mixed and cools down to -1.7øC, 

the observed value. The temperature field is somewhat in 
better agreement with observations (compare Figures 2 and 
3) than the salinity structure. The salinities on the inner shelf 
are overpredicted by about 0.6 ppt, while those on the outer 
shelf are in somewhat better agreement with observations, 
which show a significant salinity decrease in the water 
column approaching the ice edge. 

Figure 4 shows the cross-shelf and along-shelf velocity 
structure. Apart from a thin layer of fluid dragged toward the 
outer shelf by the winds and ice, the rest of the water column 
moves toward the inner shelf. A weak along-ice-edge jet with 
an intensity of about 0.35 m s -• associated with the ice edge 
front can be seen. Figure 5 shows the turbulence kinetic 
energy distribution in the water column. Strong mixing 
occurs both under the ice and in the open water. The 
two-layer structure under the ice is also evident in these 
distributions, the bottom layer turbulence being driven pri- 
marily by tidal stirring at the bottom. The water column is 
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Fig. 5. Distribution of daily average turbulence kinetic energy 
in cm2/s 2 (top) and ice melt rate per unit width in meters per second 
(bottom) for the basic case. Turbulence intensity is high in the upper 
layers while it is comparatively weaker near the bottom. The melt 
rate peaks near the ice edge located about 80 km from the offshore 
boundary. 

well mixed on the inner shelf and upstream of the ice edge. 
Figure 5 also shows the melt rate under the ice across the 
MIZ. The melt rate shows a characteristic peak near the ice 
edge but decreases gradually to about one-fifth the peak 
value over the rest of the MIZ. The total melt rate across the 

MIZ is about 0.1 m 2 s -• per unit width of the MIZ, 
consistent with the observed value. 

Figure 6 shows the areal fraction A, the average thickness 
D•, and the cross-ice-edge velocity of ice. The ice concen- 
tration remains more or less uniform across the MIZ before 

decreasing rapidly to zero at the ice edge. The ice thickness 
shows a more or less linear decrease across the MIZ, while 
the ice velocity increases slightly toward the ice edge. 

3.2. Sensitivity Studies 

We now turn to our primary goal, namely the understand- 
ing of the variability of the MIZ. We do this by studying the 
sensitivity of the ice edge to changes in the various forcing 
variables and model parameters. Table 1 provides a sum- 
mary of these sensitivity studies along with the basic case. 

The position of the ice edge is a sensitive indicator of the 
overall air-sea momentum and heat flux exchange across the 
MIZ. For a given influx of ice at the inner shelf, if the 
parameters are such that the ice melts more rapidly, the ice 
edge retreats toward the inner shelf; conversely if the melt 
rate is retarded, it advances toward the outer shelf. Once the 
warm water moves under the ice, it is separated from the ice 
by a strong pycnocline. However, the heat for melting the 
ice comes from both the layer immediately beneath the ice 
and the bottom layer beneath the pycnocline. Therefore 
strong turbulence in both layers underneath the ice transfers 
heat to the vicinity of ice and promotes melting. Conversely, 

weak mixing leads to slower ice melting. Also, the heat lost 
by the upper layer to the atmosphere through the leads 
reduces ice melting because the heat available for melting ice 
is reduced. This heat loss is a function of the ice concentra- 

tion and the air-sea temperature difference as well as the 
wind velocity. Ice concentration is itself a complex function 
of dynamical and thermodynamic interactions between the 
ice and the ocean underneath. Thus the rapidity of melting in 
the MIZ and therefore the position of ice edge on the shelf 
are complex functions of various processes governing the 
intensity of mixing and the heat loss through the leads and 
therefore depend on the parameterization of these processes 
in the model. 

When tides were ignored (Figure 7), the ice edge advanced 
nearly 80 km. Turbulent mixing in the bottom layer de- 
creased substantially. The absence of this tidal stirring 
reduces the heat transfer to the upper layer and therefore 
retards the melting of ice and causes the ice edge to advance. 
The presence of double diffusion and the shear due to the 
mean flow over the bottom lead to some transfer of heat 

across the stable pycnocline, as evidenced by a monotonic 
decrease in the temperature of the lower layer. When double 
diffusion was also ignored (not shown), this transfer did not 
show a substantial further decrease. Therefore tidal mixing 
appears to be more important than double-diffusive transfer. 
This is also shown by the simulation in which double 
diffusion alone was neglected (tidal mixing was retained). 
The results of this simulation did not differ substantially from 
the basic simulations (Figure 8). The ice edge advanced less 
than about 10 km relative to the basic case. It appears 
therefore that while turbulence due to tidal stirring in the 
bottom layer is an important factor in the melting of ice, and 
consequently, the ice edge position, double-diffusive con- 
vection is not. Hendricks et al. [1985] considered only 
double-diffusive fluxes in their heat balance estimations and 

ignored tidal and other mixing effects. 
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Fig. 6. Distributions of ice concentration and thickness (top) 
and cross edge ice velocity (bottom) for the basic case. The values 
are daily averages. 
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TABLE 1. Parameters for the Series of Runs 

Uw, aw, TA , U(O) , T(O) , U/, 
Experiment ms-• deg. øC ms-• øC ms-• 

Zo , CDA 1 Double 
m b x 10 -3 Tides Diffusion Remarks Figure 

11 

12 

13 

14 

15 

16 

17 

18 

19 

12 0 -10 0.042 2.5 0.2 

14 

10 

12 
-12 

-12 

-8 

0.052 

0.032 

1.5 
3.5 

0.28 

0.12 

20 0.01 
21 0.03 
22 distribution 

0.02 0.52 3.8 

3.14 

1.57 

0 

2.0 

Y Y 

N Y 

Y N 

basic case 

tides ignored 
DD ignored 
change in YK 

coefficient 

change in wind 
magnitude 

change in wind angle 
(+ means to the 

right) 
change in air 

temperature 
change in ocean 

3-6 

7 

8 

9a 

9b 
10 

11a 

lib 

12a 
12b 

13a 

13b 
14a 

inflow temperature 14b 
change in ocean 15a 

inflow velocity 15b 
change in ice 16a 

inflow velocity 16b 
reduced air-ice drag 17 

coefficient 

change in z0 18a 
18b 

19 Taylor Zo 
distribution 

The parameter b is important to the ice-ocean exchange 
processes. Figure 9 shows the temperature structure for b = 
3.14, the original Yaglom and Kader value. Although it 
would be possible to adjust other parameters to obtain the 
observed ice edge position, the temperature structure and 
the temperature on the inner shelf would not be quite 
realistic. Figure 9 also shows the temperature structure for 
b = 1.57; although the simulations are much better, only 
substantially lower values of b, comparable to that of the 
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Fig. 7. Distributions of temperature (top) and turbulence kinetic 
energy in cm2/s 2 (bottom) when tides are ignored. Note the very 
weak turbulence in the bottom layer under ice. The ice edge is about 
1 km from the offshore boundary. 

base case, appear to yield the correct degree of cooling on 
the inner shelf. Figure 10 shows the results for b = 0, the 
case when disparities in the momentum and scalar resistance 
coefficients are ignored. Clearly a nonzero value of b is 
essential. However, in view of the uncertainty in the appro- 
priate value for Zo and other parameters we can only say that 
the value of b should most likely be comparable to that of the 
base case. If nothing else, these studies highlight the need for 
more empirical data on b, either from field observations or, 
perhaps better, from laboratory experiments which lend 
themselves to a better control of governing parameters. 

Increasing the wind speed to 14 m s-• caused the ice edge 
--1 

to advance more than 80 kin, while decreasing it to 10 m s 
made it retreat (see Figure 11). Further decrease to 8 and 6 
m s -1 did not produce proportionate responses. The ad- 
vance (and retreat) of the ice edge under increase (and 
decrease) in wind speed is consistent with observational 
experience. 

A change in the wind angle to the right by 12 ø caused the 
ice edge to retreat 80 km, while a shift to the left caused it to 
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Fig. 8. Daily averaged temperature distributions when only 
double diffusion is ignored. The relatively weak influence of double 
diffusion on the ice edge position and therefore the ice melting rate 
is evident when compared to Figure 3. The ice edge is now located 
about 70 km from the offshore boundary. 
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Fig. 9. Temperature distributions as in Figure 3 for b = 3.14 
(top) and 1.57 (bottom), where b is the constant in the Yaglom- 
Kader formulation. 
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Fig. 11. Sensitivity to wind speed. Temperature fields for wind 
speeds of 14 m/s (top) and 10 m/s (bottom). The ice edge position can 
be gleaned from the position of the front. The wind speed is 12 m/s 
for the basic case. 

advance by roughly the same amount (Figure 12). This 
behavior is related to the cross-ice-edge component of ice 
velocity, which decreases in the former but increases in the 
latter cases. The magnitude of the ice velocity remains 
substantially unchanged. 

A change in air temperature also affects the ice edge 
position (Figure 13). While a decrease in air temperature to 
-12øC causes the ice edge to advance, an increase to -8øC 
causes it to retreat by about 80 km. In the former case there 
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Fig. 10. Temperature and salinity distributions but for b = 0 in the 
Yaglom-Kader formulation. 

is increased heat loss in the leads to the atmosphere so that 
less heat is available from the upper layer to melt the ice. 
The ice melting rate is retarded leading to ice edge advance. 
The reverse happens in the latter case. It appears then that 
the heat loss in the leads appears to exert an important 
influence on the position of ice edge on the shelf. 

A change in inflow ocean temperature (or velocity) also 
affects the ice edge position because it affects the amount of 
heat available for melting the advancing ice (or the cross- 
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Fig. 12. Sensitivity to wind angle. Temperature fields when the 
off-ice wind is turned to the right by 12 ø (top) and to the left by 12 ø 
(bottom). 
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Fig. 13. Sensitivity to air temperature. Temperature distribu- 
tions for air temperature of -12øC (top) and -8øC (bottom). Air 
temperature is -10øC for the basic case. 
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Fig. 15. Sensitivity to water inflow velocity. Temperature dis- 
tributions for inflow velocity of 0.05 m/s (top) and 0.03 m/s (bottom). 
For the basic case the value is 0.042 m/s. 

ice-edge velocities). Figure 14 shows that a decrease in inflow 
temperature to + 1.5øC causes the ice to advance substantially, 
while an increase to + 3.5øC makes the ice edge retreat about 
100 km. Figure 15 shows that an increase in inflow velocity to 
0.05 m s -• makes the ice retreat substantially while a decrease 
to 0.03 m s -• causes the ice edge to advance. 

Figure 16 shows the consequences of changing the inflow 
ice velocity to 0.28 m s -• and 0.12 m s -•. The ice advances 
35 km in the former but retreats 25 km in the latter case. 

Decreasing the air-ice drag coefficient to the same value as 
the air-ocean coefficient (0.002) leads to substantially lower 
air-sea stress and therefore results in much lower ice veloc- 
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Fig. 14. Sensitivity to inflow water temperature. Temperature 
fields for inflow temperature of 1.5øC (top) and 3.5øC (bottom). The 
value for the basic case is 2.5øC. 
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Fig. 16. Sensitivity to ice inflow velocity. Temperature fields for 
cross edge velocity of 0.28 m/s (top) and 0.12 m/s (bottom). The 
standard case value is 0.2 m/s. 
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Fig. 19. Temperature distribution when Taylor formulation 
(Zo• = 0.2 m) is used for prescribing the effective momentum 
roughness scale Zo. 

ities. The consequent reduction in mixing causes the ice edge 
to advance significantly (Figure 17). 

A major unknown in modeling MIZ processes is the 
effective roughness scale (Zo) distribution. We have chosen 
to use Zo = 0.02 m, a constant value in these simulations. 
Obviously, the exact value of Zo as well as its distribution are 
important but difficult to estimate with confidence. Figure 18 
shows the sensitivity of the results to Zo = 0.01 and 0.03 m. 
The average melt rate near the ice edge decreases along with 
the ice concentration, with decrease in Zo, while the average 
ice velocity increases and the turbulence level under the ice 
decreases. The opposite happens with increase in Zo. 

Figure 19 shows the resulting temperature structure when 
Zo is prescribed according to (19), with Zo• = 0.02 m. Since 
this formulation leads to a decrease in Zo toward the ice edge, 
there is a concurrent decrease in the momentum and heat 

exchanges between the ice and the ocean. The tendency is to 
retard ice melting, causing the ice edge to advance. 

The constant cI) in (10) is the embodiment of our current 
state of ignorance of the melting and freezing processes in 
ice-covered oceans; clearly, its value needs refinement. 
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Fig. 18. Sensitivity to the momentum roughness scale Zo. Tem- 
perature fields for Zo = 0.01 m (top) and 0.03 m (bottom). The value 
for the basic case is 0.02 m. 

Sensitivity studies indicate that choosing cI)a• to be 1.0 
instead of 0.5 causes the ice edge to retreat substantially (not 
shown). The value of cI)a• is therefore another important 
parameter in simulations of ice edge processes (since we are 
dealing with melting conditions, value of cI) F is immaterial). 

It is clear from the above sensitivity studies that the 
position of the ice edge and the oceanic structure in the MIZ 
are rather sensitive to the various parameters affecting the 
dynamics and thermodynamics of the coupled system. Even 
small changes in the relevant parameters can cause the 
steady state position of the ice edge to advance or retreat 
substantially. Along with the ubiquitous mesoscale activity 
near the ice edge, this sensitivity of the coupled system may 
help explain why MIZs are such dynamically active regions. 

4. CONCLUDING REMARKS 

An ice-ocean coupled model has been formulated and a 
local two-dimensional version applied to simulate the win- 
tertime Bering Sea MIZ. Considering the sensitivity to and 
the uncertainty in the observational values of the relevant 
parameters, it is fair to say that the temperature structure 
underneath the ice, and to some extent the salinities, are 
reasonably well simulated by the model. The results also 
indicate that the ice edge position is highly sensitive to 
parameters affecting the dynamics and thermodynamics of 
the system. Mixing in both layers under the ice plays an 
important role in determining the ice edge position. Tidal 
stirring on the bottom of the shelf appears to be important; 
double-diffusive transfer across the pycnocline is not. 

The thermodynamics of the ice-ocean interaction, espe- 
cially the formulation of the resistance coefficients for the 
transfer of heat and salt across a rough ice-sea interface, 
needs further study. This effort is, however, likely to be 
hampered by the lack of controlled field and laboratory 
observations, especially at high values of Schmidt number. 
Specification of the average momentum roughness scale Zo in 
a partially ice-covered ocean also requires further study. 

For off-ice winds considered in this paper the precise form 
utilized for ice internal stresses is immaterial because the ice 

concentrations in the MIZ seldom become high enough to 
cause significant internal stresses. But in many other cases, 
such as during on-ice winds, it will be necessary to pay close 
attention to ice rheology. The use of a non-Newtonian or 
viscous-plastic rheology or a suitable blending of both needs 
to be examined for application to MIZs. 

In view of the demonstrated sensitivity of the ice edge 
position to various forcing parameters, it is not surprising 
that the MIZs are such dynamically active regions. They are 
both interesting and challenging to study and to model. 
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