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globe. This value is illustrated in terms of the non-dimensional
quantity Vi � �Mi 2 M l�=�Mu 2 M l�, where Ml and Mu are the
lower and upper reference values respectively. Hence if Vi � 0, then
the estimate of Åp of subset i is no better than an estimate which
assumes that the climate of the twenty-®rst century will be the same
as that of the twentieth century. On the other hand, perfect
investment decisions have a value V i � 1. In calculating Vi we
average over all choices of verifying model. For V2 we also average
over all choices of forecast model.

Figure 3 shows V1 and V2 for n � 2 and n � 3, as a function of
C/L. We do not show V3 because it is never greater than zero. The
reason for this is straightforward: the number of occurrences of
extreme climate events is severely underestimated in the consensus
projection. This arises because ensemble averaging tends to
produce smooth ®elds which are unrealistically biased towards
the climate-mean state.

If C/L is either suf®ciently small, or suf®ciently large, then
accurate ensemble forecasts are clearly not needed to make good
investment decisions (buy B or A, respectively). Hence, the green-
house ensemble only has positive economic value (compared with
the baseline value Ml) for a subset of possible C/L. This ensemble
tends to be most valuable (compared with Ml) when C/L is
comparable with the control ensemble estimate of Åp. As Åp is smaller
for E3 than for E2, then the greenhouse ensemble provides value for
smaller C/L, when decisions are based on the occurrences of E3

rather than E2. It can be seen that the value of the greenhouse
ensemble is never less than the value of a single deterministic
projection, and that, overall, the difference in value between the
ensemble and the single deterministic projection is larger for E3 than
for E2. This is because the relative unreliability of the single
deterministic projection is larger for E3 than for E2.

In fact, much larger ensembles are needed to provide reliable
estimates of the probability of E3 on a regional basis (for example,
speci®c to the UK or for Bangladesh). Moreover, more research is
needed to develop sound methodologies for representing model

uncertainty in climate-prediction ensembles10. In addition, such
extreme-event risk analysis would bene®t from an increase in the
resolution of present-day climate models (with grid sizes of hun-
dreds of kilometres). For example, it would clearly be of more direct
relevance for the decision problem discussed above if E was de®ned
by some speci®c river bursting its banks during a particular season.
However, estimating the future risk of this type of event would
require feeding climate model output into a basin-speci®c hydro-
logical model. In general, climate model grid sizes of the order of ten
kilometres would be necessary to simulate precipitation statistics
adequately over a typical catchment area (though for rivers with
large catchment basins, such as the Brahmaputra, coarser climate
model grids may be adequate). An ability to estimate reliably the
probability of extreme climate events is an important factor in
de®ning future computational requirements for the climate change
problem. M
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Figure 3 The potential economic value of probabilistic projections of climate change

based on a generic binary decision model (see text for details). C and L are possible

®nancial losses, relative to some reference index, associated with two alternative

investments. Solid lines, value based on the CMIP2 greenhouse ensemble probability of En

over the next 80 years. Dashed lines, value based on an estimate of En from a single

member of the CMIP2 greenhouse ensemble. When value is zero or less, the

corresponding estimate of the probability of En is no better than an estimate based on the

control ensemble. A value of one would correspond to a perfect decision strategy.

a, n � 2; b, n � 3.
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Radiative effects of anthropogenic changes in atmospheric com-
position are expected to cause climate changes, in particular an
intensi®cation of the global water cycle1 with a consequent
increase in ¯ood risk2. But the detection of anthropogenically
forced changes in ¯ooding is dif®cult because of the substantial
natural variability3; the dependence of stream¯ow trends on ¯ow
regime4,5 further complicates the issue. Here we investigate the
changes in risk of great ¯oodsÐthat is, ¯oods with discharges
exceeding 100-year levels from basins larger than 200,000 km2Ð
using both stream¯ow measurements and numerical simulations
of the anthropogenic climate change associated with greenhouse
gases and direct radiative effects of sulphate aerosols6. We ®nd
that the frequency of great ¯oods increased substantially during
the twentieth century. The recent emergence of a statistically
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signi®cant positive trend in risk of great ¯oods is consistent with
results from the climate model, and the model suggests that the
trend will continue.

A focus on large basins facilitates the initiation of quantitative
analyses of ¯ood risk with numerical climate models; basins
commonly used in trend analyses4,5 are too small to be resolved by
current models. Estimation of extreme-event risk requires multi-
decadal observational records. Here, we consider 29 basins larger
than 200,000 km2 in area for which discharge observations span at
least 30 yr. We analyse annual maximum monthly-mean ¯ows,
rather than annual maximum instantaneous ¯ows; these two are
strongly correlated in large basins. In contrast with earlier studies4,5,
this investigation has a global scope and focuses on extreme events;
we analyse the 100-yr ¯ood (that is, the river discharge that has a
probability of 0.01 of being exceeded in any given year), which is
commonly used in ¯ood-risk assessment for river-basin planning
and design of major structures. Choosing such a large-magnitude
threshold probably reduces any distortion of our analysis by non-
climatic factors such as land-use changes and river development.

For each basin, we ®tted observed annual maximum monthly-
mean discharges to Pearson's type III distribution7 by the method of
moments, and determined the 100-yr ¯ood magnitude from the
®tted distribution. The 100-yr ¯ood was exceeded 21 times in our
observational record of 2066 station-years. Flood events were
concentrated in the latter half of the record; half of the observations

were made after 1953, and 16 of the ¯ood events occurred after
1953. Under the assumption that ¯ood events were independent
outcomes of a stationary process, we used binomial probability
theory to determine a probability of 1.3% of having 16 or more of 21
events during the second part of the record. For observations from
an extratropical subset of the basins (see below), the corresponding
probability is 3.5%, for 7 out of 8 ¯ood events in the second half of
the record. Supplementary analyses for shorter return periods (2±
50 yr) did not reveal signi®cant trends, but 200-yr ¯ood frequency
increased signi®cantly.

We now re®ne the simple analysis above to address certain
shortcomings: the assumption of independence among ¯ood
events, the use of a crude index of the trend based on simple
bisection of the historical sequence, and the presence of sampling
errors in our estimates of 100-yr ¯ood magnitudes. We ®rst
introduce a more robust measure, Z, of the ¯ood-frequency
trend; Z is the slope of the least-squares linear relation between
annual ¯ood frequency (number of ¯ood events divided by number
of operating stations) and time, with annual data values weighted by
number of operating stations. To estimate the probability density
function of Z under constant climate, we used output from a 900-yr
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Figure 1 Estimates of 100-yr ¯ood discharges based on model (control experiment years

201±900) and observations (full period of record). Discharges are expressed as monthly-

mean discharges per unit basin area. The 16 high-latitude basins are those in North

America, Europe, and northern Asia (Fig. 2), and are listed in Table 1. The starting point for

basin selection was a previous synthesis and analysis of available stream¯ow records13, in

which rivers and gauging sites were chosen to minimize non-climatic sources of non-

stationarity. That analysis yielded 34 non-nested basins that satisfy the present

constraints on basin area (.200,000 km2) and record length (at least 30 yr). Following

more extensive tests for non-climatic non-stationarity in those records, we eliminated four

basins on the basis of identi®ed effects of dam construction and one basin on the basis of

a change in the gauging site. Collectively, the 2066 station-years of observations on the

remaining 29 basins span the 135-yr period 1865±1999; the average record length is

71 yr. For the observations and the model, annual maximum monthly-mean discharges

were ®tted to Pearson's type III distribution7 by the method of moments, and the 100-yr

¯ood was determined from the ®tted distribution. To obtain discharge in the climate

model, runoff was aggregated over all model cells upstream of the stream gauge of

interest and routed through a reservoir whose storage is proportional to its out¯ow (the

modelled river discharge at the gauge site). The constant of proportionality is a residence

time whose value was assigned a priori on the basis of an analysis of observed basin-

mean precipitation and discharge power spectra14.
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Figure 2 Map showing the gauged drainage areas and ¯ood-risk sensitivities of the 29

river basins in this study. Colour indicates the modelled return period, under idealized

quadrupling of atmospheric CO2 concentrations, of the ¯ood magnitude associated with

a 100-yr return period in the control experiment. Although results for low-latitude

basins are provided, the poor performance of the model in low latitudes should be kept

in mind.

Table 1 Effect on river discharge of quadrupling atmospheric CO2

River Station dq (%) dQ (%) P (%)
.............................................................................................................................................................................

Yukon Eagle, USA 54 15 11
Nelson Bladder Rapids, Canada 76 36 8.8
Fraser Hope, Canada 44 17 27
St Lawrence Cornwall, Canada 20 15 12
Mississippi Keokuk, USA 14 -1 0.90
Ohio Metropolis, USA -12 9 2.3
Danube Orsova, Romania -3 16 4.6
Neva Novosaratovka, Russia 36 22 31
N. Dvina Ust-Pinega, Russia 39 2 1.4
Pechora Ust-Tsilma, Russia 25 5 2.2
Ob' Salekhard, Russia 41 14 7.7
Yenisei Igarka, Russia 23 13 5.9
Lena Kusur, Russia 25 25 9.9
Yana Dzanghky, Russia 42 43 32
Indigirka Vorontsovo, Russia 42 30 46
Amur Khabarovsk, Russia 4 10 2.4
.............................................................................................................................................................................

Changes in discharge of extratropical rivers associated with idealized quadrupling of atmospheric
CO2 concentration in the model. dq is the relative change in annual mean discharge, dQ is the
relative change in 100-yr annual maximum monthly discharge, and P is the annual probability of
100-yr ¯ood (de®ned with respect to the control experiment), after quadrupling of atmospheric CO2.
We used the 100 yr of model output that begins 60 yr after stabilization of CO2 concentration at the
quadrupled level. Post-quadrupling distributions of annual maximum monthly ¯ows were ®tted to
Pearson's type III distribution, which was then used to determine the probability of the control 100-yr
¯ood.
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`control' (constant radiative forcing) experiment with a coupled
ocean±atmosphere±land model6. The model simulates well 100-yr
¯ood thresholds (and annual discharge statistics) for basins far
outside the tropics, but systematically overestimates ¯ood magni-
tudes in the lower latitudes (Fig. 1); accordingly, we performed
signi®cance analyses both for the full set of basins and for the subset
of 16 higher-latitude (`extratropical') basins, and we con®ned much
of the subsequent analysis to the extratropical domain. For the
historical record, Z = 1.99 ´ 10-4 yr-1 with all basins (1.41 ´ 10-4 yr-1

extratropical).
To evaluate the signi®cance of these values of Z, we extracted from

the control experiment 500 overlapping (hence, non-independent)
135-yr sequences (years 177±311, 178±312, ... , 676±810) of ¯ows,
mapped each to the time period 1865±1999, and sampled these
sequences for the river-speci®c periods of observations in the
historical record. For each sequence, we estimated the 100-yr
¯ood level for each basin (thereby simulating the sampling error
inherent in the observational analysis), determined ¯ood occur-
rences, and calculated Z. The observed value of Z was exceeded in
none of the 500 sequences when all basins were considered, and was
exceeded in 3.2% of the sequences when only extratropical basins
were considered. (Overall trends in ¯ood frequency over the
analysed part of the control experiment were negligible.) Thus,
the model-based signi®cance analysis, which implicitly uses the
space±time correlation structure of ¯oods in the model, essentially
con®rms and reinforces the simpler binomial analysis.

The apparent increase in ¯ood risk might be associated with
radiatively forced climate change. To assess ¯ood-risk sensitivity to
radiative forcing, we used a 300-yr `idealized CO2 quadrupling'
experiment with a 1%-per-year growth (for 140 yr) of atmospheric

CO2 concentration from the control level to a stable, quadrupled
level8 (maintained for 160 yr). Modelled changes in annual mean
discharge (relative to the control experiment) provide a measure of
intensi®cation of the water cycle as a result of idealized CO2

quadrupling (Table 1). For the extratropical basins, these range
from -12% to +76%, with a median value of +30%. Relative
changes in the 100-yr monthly maximum discharge generally are
smaller and less variable, with a median of +15%. In all but one
of the basins, the control 100-yr ¯ood is exceeded more fre-
quently as a result of idealized CO2 quadrupling (Fig. 2). The
probability of exceeding this control ¯ood changes by a factor that
ranges from 0.90 to 46; in half of the basins, the factor exceeds 8
(implying a decrease in return period from 100 yr to shorter than
12.5 yr).

Given the substantial modelled sensitivity of ¯ood risk to radia-
tive forcing, we framed the hypothesis that historical changes in
radiative forcing may explain the signi®cant observed increase in
¯ood risk. We examined the detectability of ¯ood-risk change in ®ve
transient `scenario' climate experiments (225 yr, 1865±2089) that
shared common estimates of historical and projected future changes
in radiative forcing by greenhouse gases and direct effects of
sulphate aerosols, each with a distinct initial condition6. These
experiments show an increase in extratropical ¯ood frequency
that generally is apparent early in the twenty-®rst century (Fig. 3).
Thereafter, the ¯ood rate is 2 to 8 times greater than its value during
the historical period of observations. Values of extratropical Z were
computed for each scenario with exactly the same gauging schedule
as in the observations. Four of the experiments (all except scenario
4) had positive values of Z; the largest of these (1.32 ´ 10-4 yr-1, in
scenario 3) was slightly smaller than the observed value.
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Figure 3 Decadal extratropical ¯ood frequencies for observations and for scenario
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Because trends and their statistical signi®cance are random
functions of time, an analysis of the time variation of detectability
of ¯ood-frequency change may be informative. Therefore, we
generalized Z to Z(t), where t is the hypothetical last year of available
records, and evaluated Z(t) for the observations and the scenario
experiments (Fig. 4). The observed ¯ood trend Z(t) has been
signi®cantly (at 95% level, as evaluated from the control experi-
ment) different from zero continuously since the ¯ooding of the
upper Mississippi River in 1993 and intermittently since 1972.
Uninterrupted periods of statistically signi®cant ¯ood-frequency
trends in scenarios 1 to 5 begin in years 2023, 2023, 1986, 2021 and
2006, respectively, and premonitory multidecadal periods of inter-
mittent signi®cance begin much earlier in scenarios 2 and 3 (1956
and 1937, respectively). Thus, the recent history of the observed
trend index is generally consistent with the range of results from the
scenario experiments.

Our detection of an increase in great-¯ood frequency and its
attribution to radiatively induced climate change are tentative. The
frequency of ¯oods having return periods shorter than 100 yr did
not increase signi®cantly. Potentially signi®cant effects of measure-
ment non-stationarity are not easily assessed. The forced signal and
unforced variability in the model contain errors of unknown
magnitude. Absent from the model are forcings such as solar
variability, volcanic activity, land-cover change9, and water-resource
development10, and potential biospheric feedbacks such as CO2-
induced stomatal closure11 and water-stress-induced root
extension12. Especially evident from our study are the needs for
improvements in simulation of tropical hydroclimate and contin-
ued commitment to stream-gauging programmes worldwide. M
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The average air temperature at the Earth's surface has increased by
0.06 8C per decade during the 20th century1, and by 0.19 8C per
decade from 1979 to 19982. Climate models generally predict
ampli®ed warming in polar regions3,4, as observed in Antarctica's
peninsula region over the second half of the 20th century5±9.
Although previous reports suggest slight recent continental
warming9,10, our spatial analysis of Antarctic meteorological
data demonstrates a net cooling on the Antarctic continent
between 1966 and 2000, particularly during summer and
autumn. The McMurdo Dry Valleys have cooled by 0.7 8C per
decade between 1986 and 2000, with similar pronounced seasonal
trends. Summer cooling is particularly important to Antarctic
terrestrial ecosystems that are poised at the interface of ice and
water. Here we present data from the dry valleys representing
evidence of rapid terrestrial ecosystem response to climate cool-
ing in Antarctica, including decreased primary productivity of
lakes (6±9% per year) and declining numbers of soil invertebrates
(more than 10% per year). Continental Antarctic cooling, espe-
cially the seasonality of cooling, poses challenges to models of
climate and ecosystem change.

Terrestrial ecosystem research in the Antarctic is restricted to a
few ice-free areas of the coast, including the McMurdo Dry Valleys
(77±788 S, 160±1648 E). The dry valleys region is the largest ice-free
area on the Antarctic continent. It is a cold desert, comprising a
mosaic of perennially ice-covered lakes, ephemeral streams, arid
soils, exposed bedrock, and alpine glaciers. Published historical
weather observations in the dry valleys are limited11±14. Biological
activity is microbially dominated and diversity is low. The largest
animals are soil invertebrates, of which soil nematodes are the most
widely distributed15.

Our 14-year, continuous automatic weather station record from
the shore of Lake Hoare reveals that seasonally averaged surface air
temperature has decreased by 0.7 8C per decade (P = 0.21) from 1986
to 1999 (Fig. 1a). The temperature decrease is most pronounced in


