Estimates of particle- and thorium-cycling rates in the northwest Atlantic Ocean
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Abstract. We provide least squares estimates of particle-cycling rate constants and their errors at 13 depths in the Northwest Atlantic Ocean using a compilation of published results and conservation equations for thorium and particle cycling. The predicted rates of particle aggregation and disaggregation vary through the water column. The means and standard deviations, based on lognormal probability distributions, for the lowest and highest rates of aggregation ($\beta_2$) and disaggregation ($\beta_3$) in the water column are $8\pm2/1$ yr$^{-1} < \beta_2 < 18\pm90$ yr$^{-1}$, and $580\pm200$ yr$^{-1} < \beta_3 < 3\times10^4\pm10^4$ yr$^{-1}$. Median values for these rates are $2.1$ yr$^{-1} < \beta_2 < 3.2$ yr$^{-1}$, and $149$ yr$^{-1} < \beta_3 < 156$ yr$^{-1}$. Predicted rate constants for thorium adsorption ($k_1 = 5.0\pm1.0 \times 10^4$ m$^3$ kg$^{-1}$ yr$^{-1}$) and desorption ($k_3 = 3.1\pm1.5$ yr$^{-1}$) are consistent with previous estimates. Least squares estimates of the sum of the time dependence and transport terms from the particle and thorium conservation equations are on the same order as other terms in the conservation equations. Forcing this sum to equal zero would change the predicted rates. Better estimates of the time dependence of thorium activities and particle concentrations and of the concentration and flux of particulate organic matter would help to constrain estimates of $\beta_2$ and $\beta_3$.

Introduction

Thorium is one of the elements most affected by particle cycling in the ocean because it is rapidly adsorbed onto particle surfaces [Jannasch et al., 1988; Moore and Millward, 1988]. Previous workers used thorium isotopic data from the field to infer a range of adsorption and desorption rates of thorium onto and off of particles in the ocean [Bacon and Anderson, 1982; Bacon et al., 1985; Nozaki et al., 1987]. Our interests focus on the information thorium can provide about particle cycling. For example, the increase in depth of $^{230}$Th in both solution and suspended particle phases [Bacon and Anderson, 1982] coupled with the observation of seasonality in thorium fluxes [Bacon et al., 1985] requires the existence of two classes of particles that interact in the ocean: small particles that are slow or nonsinking and large particles that sink at velocities on the order of $10^{-2}$ m d$^{-1}$. Observations such as these have shaped paradigms about the biogeochemical cycle of particles in the ocean.

Ideally, we want to use the distribution of thorium isotopes among the dissolved phase and particle classes to estimate the rates and the efficiency of nutrient and carbon transport through the ocean. This is not a new aspiration. For example, Eppley [1989] suggested that the flux of $^{224}$Th out of the mixed layer could be used to estimate new production, and Coale and Bruland [1987] showed that thorium scavenging rates varied as a function of new production rather than total production. However, clear interpretations of sediment trap results and thorium budgets have proven to be difficult (e.g., [Buesseler, 1991]), and the goal of using thorium fluxes as a proxy for new production has yet to be achieved.

The rate of particle interactions through the water column has implications for the dynamics of deep ocean nutrient remineralization. The wide range in estimated thorium- and particle-cycling rate constants (Table 1) suggests that either our interpretation of particle and thorium data may need improvement or that there is significant natural variability. Several possibilities could explain the variability (or discrepancy?) between different sets of flux or rate estimates. One possibility is that inappropriate assumptions are being made when analyzing the data (e.g., it may be that a system is not at steady state and that advective and/or diffusive transport could be important). Another possibility is that despite the different parent distributions and half-lives of the thorium isotopes, thorium isotope data cannot constrain the fluxes and cycling rates of nutrients or particles (i.e., more independent data are needed). Better estimates of the particle-cycling rate constants and of the errors associated with the rates are needed if we are to address these possibilities and use thorium data to constrain nutrient and carbon cycling in the ocean.

In this paper we present a least squares analysis of thorium isotopic and particle data from the Nares Abyssal Plain in the northwest Atlantic. Our goals are as follows: (1) to determine the values and estimate the errors for thorium- and particle-cycling rates as a function of depth through the water column, (2) to ex-
<table>
<thead>
<tr>
<th>Source</th>
<th>Site</th>
<th>$k_1$, $10^4$ m$^{-3}$ kg$^{-1}$ y$^{-1}$</th>
<th>$k_1$, y$^{-1}$</th>
<th>$k_1$, y$^{-1}$</th>
<th>$\beta_{1}$, y$^{-1}$</th>
<th>$\beta_2$, y$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lavelle et al. [1991]</td>
<td>Puget Sound</td>
<td>60±6 – 280±10</td>
<td>316</td>
<td></td>
<td>50±3 – 90±20</td>
<td></td>
</tr>
<tr>
<td>Nozaki et al. [1987] (particulate data)</td>
<td>Western Pacific</td>
<td>0.20±0.27 – 0.9±1.2</td>
<td>0.4±1.2</td>
<td>1.9±5.1</td>
<td>2.4±1.9 ± 1.1</td>
<td>10±210</td>
</tr>
<tr>
<td>Nozaki et al. [1987] (total data)</td>
<td>Western Pacific</td>
<td>0.4±1.2</td>
<td>1.9±5.1</td>
<td></td>
<td>2.4±1.9 ± 1.1</td>
<td>10±210</td>
</tr>
<tr>
<td>Nozaki et al. [1987] (total + particulate)</td>
<td>Arctic Ocean</td>
<td>0.14±0.01</td>
<td></td>
<td></td>
<td>0.18</td>
<td>0.14±0.01</td>
</tr>
<tr>
<td>Clegg et al. [1991]</td>
<td>Arctic Ocean</td>
<td>8.7 – 5</td>
<td>0.16 – 0.47</td>
<td>2.6 – 9.8</td>
<td>6.3</td>
<td>0.11±0.03</td>
</tr>
<tr>
<td>Bacon and Anderson [1982]</td>
<td>Panama Basin</td>
<td>0.2 – 1.3</td>
<td>1.3 – 6.3</td>
<td></td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>Nozaki et al. [1981]</td>
<td>Pacific Ocean</td>
<td>1.5</td>
<td>6.3</td>
<td></td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td>Clegg et al. [1991]</td>
<td>equatorial Pacific</td>
<td>~7 – ~70</td>
<td>1 – 4</td>
<td>2.5±1.0</td>
<td>&lt;0.4 – 0.75</td>
<td>&lt;0.1 – ~50</td>
</tr>
<tr>
<td>Clegg and Whitfield [1991]</td>
<td>North Pacific</td>
<td>2.3</td>
<td>0.7 – 2.6</td>
<td>1.8</td>
<td>0.03 – 50</td>
<td>4 – 640</td>
</tr>
<tr>
<td>Murumane et al. [1990]</td>
<td>North Pacific</td>
<td>0.5±0.1</td>
<td>1.0±0.1</td>
<td></td>
<td>0.2±0.01</td>
<td></td>
</tr>
<tr>
<td>Murumane [1993]</td>
<td>North Pacific</td>
<td>0.7±0.4</td>
<td>1.7±0.9</td>
<td></td>
<td>0.8±0.09</td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td>5.0±1.0</td>
<td>3.1±1.5</td>
<td>4 · 10$^3$</td>
<td>8 – 18</td>
<td>5</td>
</tr>
</tbody>
</table>

When $\beta_{1}$ is not determined, its action is subsumed into the rate constant $k_1$. Note (1), rate constants are calculated with a 100 m d$^{-1}$ settling velocity for based on $^{234}$Th analyses. Here, $k_1$ is set at 10$^5$ s$^{-1}$ and $k_1$ is determined from Lavelle et al.'s [1991] best fit values of $k_1/k_2$. This formulation neglects the p to the release of thorium to the dissolved phase. Actual value for $\beta_{1}$ is found from $k_1C_p$, where $C_p$ is the concentration of large particles (marine snow) and errors were calculated using a "jackknife" statistical technique. Note (2), rate constant data based on $^{230}$Th data from filtered particulates at stations AN-1 standard deviation. Note (3), total data are found using total $^{230}$Th data. Data are from station AN-1. Top row numbers are based on slope and intercept of the linear regression. Bottom row numbers calculated using data picked from Figure 3 of Nozaki et al. [1987]. Errors are equal to one standard deviation. Smaller rate constants are mostly caused by the greater number of data points relative to filtered particulate data set. Note 4, rate constants and errors are based on from Nozaki et al.'s [1987] Figure 3 and particulate data. Larger errors for both rate constants are caused by a greater uncertainty in slope based on a constant value for $\beta_2$ instead of a calculated intercept. Errors are one standard deviation. Note 5, top row data are based on equatorial Pacific $^{230}$Th and particulate estimates are based on $^{228}$Th, $^{230}$Th, and $^{231}$Th data from the North Pacific. Negative solutions for rate constants are omitted from ranges. Errors generally are based on synthetic particle profiles and extant data. Note 7, rates are calculated using $^{228}$Th, $^{230}$Th, and $^{232}$Th data and the Wolberg least squares technique calculated using TaranuTola and Valette's [1982] total inversion technique. The data were the same as that of Murumane et al. [1990]. Rate constants for $\beta_{1}$ and $\beta_{2}$ were assigned a lognormal probability distribution. Mean and standard deviations are for a lognormal probability distribution. Note 9, for $k_1$ and $k_4$, the standard deviation for a lognormal probability distribution. The range of rates for $\beta_{1}$, $\beta_{2}$, and $\beta_{2}$ give the high and low means (for a lognormal probability water column).
amine the importance of the time dependence and transport terms in the conservation equations for thorium and for particles, and (3) to suggest additional data that could improve the estimates of the particle-cycling rate constants and large-particle concentration. We first outline the thorium and particle cycles that are used in the inversion and in a forward model, then follow with a summary of the field data that are used in the inversion. The least squares estimates for the rate constants predicted with the data and an analysis of the residual terms are then presented. Next, the forward model is used to examine the sensitivity of thorium and particle profiles to different rate constants. Finally, using results of the sensitivity tests, we recommend additional measurements that could help to constrain further the particle-cycling rate constants.

Thorium- and Particle-Cycling

The paradigm for thorium cycling that we use partitions thorium into a dissolved phase and two particle phases (Figure 1a) [Bacon et al., 1985; Norsæk et al., 1987]. One particle phase represents suspended or slowly sinking particles, and the other represents rapidly sinking, large particles. The different phases are operationally defined by sample collection methods and the two particle classes are consistent with analyses of particle size spectra and flux data [Clegg and Whitfield, 1990]. Thorium in the dissolved phase is sampled by passing seawater through a filter, thorium in the small-particle phase is associated with material collected by the filter, and thorium in the large-particle phase is determined from material collected by sediment traps. Although colloidal aggregation, or Brownian pumping, appears to be an important component of thorium cycling [Honeyman and Santschi, 1989], we will not explicitly include it in this discussion. However, colloidal aggregation is implicitly included in the model by the relatively small rate constant for thorium adsorption compared with laboratory studies of adsorption rate constants [Jannasch et al., 1988; Moore and Millward, 1988].

The forward and inverse models of particle and thorium cycling at the Nares Abyssal Plain divide the water column into 13 layers. The 13 layers increase in thickness from 50.9 m at the surface to 1000 m at the bottom, and the top two layers represent the euphotic zone (Table 2). The thickness of the top 12 layers matches those used in a general circulation ocean model of the global ocean phosphate and oxygen cycle [Nagler et al., 1992]. The bottom layer was added so that the total depth in the model was in closer agreement with the depth at the Nares Abyssal Plain. The different depth intervals are shown by bars on the right side of the graphs in Figures 2 and 3.

Model

The behavior of a tracer in the water column is described by the conservation equation

$$\frac{\partial C}{\partial t} = -\nabla \cdot \mathbf{V} C + \nabla \cdot \mathbf{K} \nabla C + \text{SMS}$$

For our purposes, $C$ denotes the activity of a thorium isotope or the concentration of a particle phase, and SMS are the source minus sink terms (Figure 1; see Appendix A for detailed equations). The velocity field is given by $\mathbf{V}$, the eddy diffusivity by $\mathbf{K}$, and time by $t$. The time rate of change term and the transport terms generally are not known. We combine them into a single term of the form

$$T(\cdot) = \frac{\partial C}{\partial t} + \nabla \cdot \mathbf{V} C - \nabla \cdot \mathbf{K} \nabla C$$

such that $T(\cdot) = \text{SMS}(\cdot)$. This form of the conservation equation for each tracer at every depth is used as a constraint in the inversion (Appendix A).

The SMS terms for model tracers in each phase are based on the interactions in Figure 1 and fully described in Appendix A. We first discuss the processes affecting thorium. There is exchange of thorium between the dissolved and small-particle phases and the small- and large-particle phases. The adsorption and desorption of thorium onto and off of small particles ($k_1$ and
### Table 2. Initial Estimates of Thorium and Radium Activity

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Layer Thickness (m)</th>
<th>Dissolved $^{228}$Ra (dpm m$^{-3}$)</th>
<th>Dissolved $^{228}$Th (dpm m$^{-3}$)</th>
<th>Dissolved $^{234}$Th (dpm m$^{-3}$)</th>
<th>Small-Particle $^{228}$Th, $10^6$ dpm kg$^{-1}$</th>
<th>Small-Particle $^{234}$Th, $10^6$ dpm kg$^{-1}$</th>
<th>Small-Particle $^{230}$Th, $10^6$ dpm kg$^{-1}$</th>
<th>Large-Particle $^{228}$Th, $10^6$ dpm kg$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.5</td>
<td>0.8</td>
<td>3.0</td>
<td>0.07</td>
<td>12</td>
<td>-</td>
<td>1.00 x 10^6</td>
<td>22.0 x 10^6</td>
<td>16</td>
</tr>
<tr>
<td>85.1</td>
<td>6.8</td>
<td>2.5</td>
<td>0.09</td>
<td>12</td>
<td>-</td>
<td>1.50 x 10^6</td>
<td>33.5 x 10^6</td>
<td>28</td>
</tr>
<tr>
<td>165.5</td>
<td>10.3</td>
<td>2.0</td>
<td>0.11</td>
<td>11</td>
<td>-</td>
<td>1.50 x 10^6</td>
<td>35.0 x 10^6</td>
<td>35</td>
</tr>
<tr>
<td>293.5</td>
<td>15.1</td>
<td>1.5</td>
<td>0.15</td>
<td>10</td>
<td>9 ± 1</td>
<td>3.6 x 10^6</td>
<td>83.2 x 10^6</td>
<td>104</td>
</tr>
<tr>
<td>482.8</td>
<td>22.4</td>
<td>1.0</td>
<td>0.18</td>
<td>7.6</td>
<td>11 ± 1</td>
<td>4.4 x 10^6</td>
<td>90.0 x 10^6</td>
<td>147</td>
</tr>
<tr>
<td>754.6</td>
<td>31.9</td>
<td>3.0</td>
<td>0.20</td>
<td>2.2</td>
<td>10 ± 1</td>
<td>6.0 x 10^6</td>
<td>47.0 x 10^6</td>
<td>102</td>
</tr>
<tr>
<td>1130.7</td>
<td>43.2</td>
<td>3.0</td>
<td>0.35</td>
<td>1.1</td>
<td>12 ± 1</td>
<td>6.3 x 10^6</td>
<td>33.8 x 10^6</td>
<td>99</td>
</tr>
<tr>
<td>1622.4</td>
<td>55.1</td>
<td>3.0</td>
<td>0.50</td>
<td>0.8</td>
<td>8 ± 1</td>
<td>4.6 x 10^6</td>
<td>10.0 ± 0.4</td>
<td>57</td>
</tr>
<tr>
<td>2284.4</td>
<td>62.9</td>
<td>3.0</td>
<td>0.53</td>
<td>0.7</td>
<td>8 ± 1</td>
<td>5.8 x 10^6</td>
<td>11.5 ± 0.4</td>
<td>36</td>
</tr>
<tr>
<td>2948.4</td>
<td>75.1</td>
<td>2.0</td>
<td>0.60</td>
<td>1.5</td>
<td>8 ± 1</td>
<td>5.8 x 10^6</td>
<td>10.8 ± 0.5</td>
<td>30</td>
</tr>
<tr>
<td>3770.9</td>
<td>820.4</td>
<td>1.0</td>
<td>0.70</td>
<td>3.4</td>
<td>10 ± 1</td>
<td>4.0 x 10^6</td>
<td>8.0 ± 1.1</td>
<td>18</td>
</tr>
<tr>
<td>4555.5</td>
<td>868.9</td>
<td>3.0</td>
<td>0.71</td>
<td>5.5</td>
<td>11 ± 1</td>
<td>1.1 x 10^7</td>
<td>28.9 ± 1.1</td>
<td>52</td>
</tr>
<tr>
<td>5530.0</td>
<td>1000.0</td>
<td>1.0</td>
<td>0.71</td>
<td>7.9</td>
<td>8 ± 1</td>
<td>1.5 x 10^7</td>
<td>40.0 ± 5.7</td>
<td>72</td>
</tr>
</tbody>
</table>

The dissolved $^{234}$Th data for the lower 10 levels are assumed to be equal to $2.33 \times 10^7$ dpm m$^{-3}$. The uncertainties in the dissolved $^{228}$Ra, $^{228}$Th, and $^{230}$Th are set at ±10%. The uncertainty in the large-particle $^{228}$Th is set at ±50%. The large-particle $^{234}$Th and $^{230}$Th initial estimates are 80% of the small-particle values with a 20% uncertainty. The initial estimates for the small-particle activities differ from the values one would find if they divided the interpolated activities in Figure 2 by the interpolated total small-particle activities in Figure 3. The difference is caused by the initial estimate of the soft biogenic material small-particle concentration. The initial estimates of the small-particle activity differ from the interpolated values by less than 20%, except in the upper 30 m. See Appendix B for a detailed description of how these values were determined.
biogenic material). We assume that the rates of exchange of thorium between the small- and large-particle phases ($\beta_1$ and $\beta_2$) also apply to the different particulate phases. This is likely to be an oversimplification, but it is an adequate assumption for these data. This linkage means that both particle and thorium data can be used to determine the rate constants $\beta_1$, $\beta_2$, and $\beta_3$.

**Data and Initial Estimates.**

Estimates of particle concentrations and fluxes and estimates of thorium isotope activities in solution, on suspended particles, and on material caught by sediment traps, are required if we are to predict the rates of the processes depicted in Figure 1. We have assembled such a data set from several cruises and locations in the northwest Atlantic at and near the Nares Abyssal Plain ($23^\circ11'N$, $63^\circ58'W$ [Cochran et al., 1987]; Transient tracers in the Ocean-North Atlantic Study (TNO-NAS) station 24, $23^\circ17'N$, $64^\circ09'W$ [Key et al., 1992]; and Global Ocean Sections Study (GEOSECS) station 31, $27^\circN$, $53^\circ22'W$). Appendix B provides a more complete description of the data and a discussion of how the concentrations, fluxes, and activities at different depths were determined. Thorium activities (Figure 2) and particle concentrations and fluxes (Figure 3) at the 13 depths through the water column were based on linear interpolation of data from depths at which samples were collected.

The interpolated thorium activities and fluxes and particle concentrations and fluxes are only part of the information used in finding least squares estimates of the thorium- and particle-cycling rates. We use an inversion technique [Tarantola and Valette, 1982] that can incorporate into a solution initial estimates of the value and error for any term, including the unknown rate constants. A more detailed description of how to apply the technique of Tarantola and Valette [1982] (hereinafter referred to as TV) to the thorium and particle conservatism equations is given by Murnane [1993a, 1993b]. The assumptions and methods used to determine the initial estimates for the particle-cycling rates and any unmeasured terms are described in Appendix B. A summary of the thorium and radium activities and their estimated errors that were interpolated from the field data is given in Table 2. Initial estimates and errors for the small- and large-particle concentration of soft biogenic material and the flux of total particulate material at each depth are given in Table 3. Initial estimates for the rates and other constants ($\omega$ and $R^s$) required for the inversion are listed in Tables 4a and 4b. As the inversion is nonlinear, one should be aware that the solutions are dependent on the initial estimates. We discuss the sensitivity of the predicted solutions to different initial estimates in a later section.

A total of 134 equations that describe thorium and soft biogenic particle cycling are used in the inversion. Initial estimates for the 192 measured and estimated terms that are used in the inversion and optimized in a least squares sense include all the thorium analyses (Table 2), the soft biogenic particle concentrations (Table 3), the depth dependent rate constants (Table 4), the dissolved $^{228}$Ra activities, $\omega$, and $R^s$. An advantage of the TV technique is that a solution can be found whether the system is underdetermined or overdetermined. When solving nonlinear systems of equations for either case, the solution must be found by iteration. If the system fails to converge, the solution can be stabilized by altering the covariance matrix (TV). The solution was assumed to have converged when the change in absolute value for every element between consecutive iterative steps was less than 1% of its value from the previous iterative step. An estimated
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**Figure 2.** Dissolved $^{228}$Ra and dissolved and small-particle $^{228}$Th and $^{230}$Th profiles. The greater activities at each depth for the $^{228}$Th and $^{228}$Th are for the dissolved phase. Solid circles for $^{228}$Th and $^{230}$Th represent the data from Cochran et al. [1987], solid circles for $^{228}$Ra are from TTO station 24. The horizontal bars show the error estimates for the measurements. The horizontal ticks on the right scale of each figure denote the boundaries between the different levels of the model. The solid lines denote the interpolated activities of thorium and radium through the water column that were used as initial estimates (Appendix B) for the inversion.
Lognormal Distributions

For many terms in the model, specifically particle concentrations and rate constants, negative values are physically nonsensical. The lognormal probability distribution, in addition to being applicable to many natural systems, excludes the possibility of negative values. We therefore assume that the following poorly constrained terms have a lognormal probability distribution: the rate constants, settling velocity, \( R^2 \), and soft biogenic particle concentrations. This assumption guarantees that physically reasonable values and errors will be found for all terms. Normal and lognormal probability distributions are very similar for terms that are relatively well known if the absolute value of the coefficient of variation (the standard deviation divided by the mean) in the normal distribution is less than 0.2 (Rothschild and Logothetis, 1986). Therefore, for well-constrained parameters, solutions based on a normal or lognormal distribution are likely to be similar. The variances and means for the normal distribution cannot be directly converted to the mean and variance for the lognormal distribution by taking the antilog of the terms (the antilog of the term provides the median). However, as this is a common approach when using lognormal distributions, we will report the results for parameters with lognormal distributions in two ways: (1) as the mean and standard deviation for the lognormal distribution, and (2) as the antilog of the mean of normal distribution, that is, the median of the lognormal distribution.

The least squares solution of the natural log of the variables with lognormal distributions was found by the inversion. The conservation equations were changed slightly to accommodate these terms (Appendix A). For example, \( \beta_2 \) is assumed to have a lognormal probability distribution. The term \( \exp(\ln(\beta_2)) \) was used in the conservation equations, and the least squares estimate of \( \ln(\beta_2) \) was found with the inversion.

Figure 3. Suspended particle concentrations and flux measurements at Naures. The concentration measurements are from GEOSECS station 31. The flux data at 1464 m and 4832 m (open circles) are from Fisher et al. [1988], the remaining flux data are from Hargrave [1985]. The solid circles give actual measurements, and the horizontal bars are one standard deviation. The horizontal ticks on the right scale and solid lines are as in Figure 2.
Table 3. Initial Estimates of Particle Terms for Inversion

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>$P_{i_S}$, $10^3$ kg m$^{-3}$</th>
<th>$P_{i_L}$, $10^3$ kg m$^{-3}$</th>
<th>$F_{PP}$, $10^3$ kg m$^{-2}$ y$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.5</td>
<td>57±530</td>
<td>0.1±0.2</td>
<td>11.6</td>
</tr>
<tr>
<td>25.1</td>
<td>192±190</td>
<td>0.2±0.3</td>
<td>16.4</td>
</tr>
<tr>
<td>16.95</td>
<td>27±260</td>
<td>0.2±0.4</td>
<td>72.4</td>
</tr>
<tr>
<td>29.3</td>
<td>82±100</td>
<td>0.2±0.3</td>
<td>20.8</td>
</tr>
<tr>
<td>482.8</td>
<td>6470</td>
<td>0.250±3</td>
<td>18.5</td>
</tr>
<tr>
<td>754.6</td>
<td>2±39</td>
<td>0.1±0.2</td>
<td>15.1</td>
</tr>
<tr>
<td>1130.7</td>
<td>2±22</td>
<td>0.04±0.19</td>
<td>11.2</td>
</tr>
<tr>
<td>1622.1</td>
<td>2±16</td>
<td>0.02±0.18</td>
<td>9.6</td>
</tr>
<tr>
<td>2228.4</td>
<td>3±32</td>
<td>0.04±0.20</td>
<td>11.2</td>
</tr>
<tr>
<td>2934.8</td>
<td>3±31</td>
<td>0.05±0.10</td>
<td>11.6</td>
</tr>
<tr>
<td>3720.9</td>
<td>3±31</td>
<td>0.06±0.20</td>
<td>11.8</td>
</tr>
<tr>
<td>4365.5</td>
<td>2±22</td>
<td>0.04±0.19</td>
<td>11.0</td>
</tr>
<tr>
<td>5500.0</td>
<td>2±24</td>
<td>0.04±0.19</td>
<td>11.0</td>
</tr>
</tbody>
</table>

Soft biogenic material concentrations are used as initial estimates for the inversion. The relatively large uncertainties for the particle concentrations are based on error propagation. The flux data were assigned an uncertainty of ±50%. The initial concentrations of inorganic particles and hard biogenic particles are $P_{i_L} = 4.9±6.5 \times 10^{-5}$ kg m$^{-3}$, and $P_{i_S} = 1.1±0.8 \times 10^{-7}$ kg m$^{-3}$ (for layer 3 and below). $P_{i_L}$ linearly decreases to zero at the surface. Using these $P_{i_L}$ and $P_{i_S}$ concentrations, $P_{i_S}$ and $P_{i_L}$ were found using the relationship $P_{i_S}^* = P_{i_L}^* \beta_\alpha \beta_\gamma$ (where the asterisk is either h or i) and the rates given in Table 4. For the top two layers, the relationship for $P_{i_S}$ is $P_{i_S}^* = (P_{i_L}^* \beta_\alpha + \alpha \beta_\gamma) / \beta_\gamma$. See Appendix B for a more complete discussion of how these values were found.

Inversion of Nares Data

Results

The difference between the initial estimate of a term and its value predicted with the inversion is a function of the initial uncertainty associated with the term (its standard deviation). For a given set of data the value of a term can change over a larger range as its initial uncertainty increases. Because of this we present the results weighted by the initial uncertainty for each term: $x_i \times \sigma_i$, where $x_i$ is the initial estimate for a term, $\sigma_i$ is the initial estimate of the term’s standard deviation, and $x$ is the value of the term predicted with the inversion. The weighted change between the initial estimate and predicted value for most of the $T_{(i)}$ terms is greater than the weighted change between the initial estimate and predicted values for the rates and measured activities (Figure 4a). None of the predicted values for $T_{(i)}$ exactly equal zero. The values of the rate constants predicted with the inversion change by the greatest weighted amount among the terms in SMS( i ) for the particle and thorium conservation equations. The predicted values for the rates are within previous estimates for the rate constants (Table 1) and differ from their initial estimates (Table 4) by less than 30%

An examination of the covariance matrices predicted with the inversion can also provide information on how the data set increases our knowledge of the terms optimized in a least squares sense. We weight the difference between the initial estimate and the predicted value of the standard deviation by the standard deviation of the initial estimate $(\sigma_i - \sigma_0) / \sigma_0$, where $\sigma_0$ is the initial estimate of the standard deviation of a term and $\sigma$ is the standard deviation predicted with the inversion) to examine the decrease in variance for all the terms predicted with the inversion. The greatest weighted change in the standard deviation occurs for the $T_{(i)}$ terms (Figure 4b). The terms in SMS( i ) with the greatest decrease in standard deviations are the rate constants (except for $\beta_\gamma$) and the dissolved $^{234}$Th terms. Standard deviations for the rate constants remain large. Predicted standard deviations for the measured terms $^{238}$Th and $^{232}$Th differ little, if at all, from the initial standard deviations. The inversion has improved our knowledge of $T_{(i)}$ and the rate constants, but it has done little to constrain further the interpolated activities for the thorium isotopes.

The sensitivity of the inverse solution to different initial guesses for the rate constants and $R^*$ was tested because the solution is dependent on the initial estimates of the values and uncertainties. The sensitivity tests involved doubling and halving the initial estimates of the rate constants and $R^*$. Among the unaltered terms, $T_{(i)}$ displayed the largest differences between the results from the sensitivity tests and the results from the original solution. The relative change between the initial estimates and predicted values for terms that were altered in the sensitivity tests was similar to the original solution except for the rate constant $k_i$. For example, when the initial estimate of $k_i$ was doubled to $10.0 \times 10^6$, its solution changed to $8.8 \times 10^6$ (values for $k_i$ are the natural log of the initial value with units of cubic meters per kilogram per year). This can be compared to the original initial estimate, $5.0 \times 10^6$, and the inverse solution, $4.9 \times 10^6$. When initial values of $\beta_{-3}$ were doubled or when the initial values of $\beta_\gamma$ were halved the inversion would not converge. This occurs when the terms optimized in a least squares sense do not both satisfy the conservation equations and allow the cost function to be at a minimum.

Discussion

The rate constants predicted with the inversion technique (Table 4) are within the range of previous estimates (Table 1). Except for $k_i$ and $k_{-3}$, the rate constants are poorly constrained by the data. Possibly the most interesting features of the results are the relatively constant values of $\beta_{-1}$ and $\beta_{-3}$ through the water column. Previous estimates of these rate constants as a function of depth [Clegg et al., 1991; Clegg and Whitfield, 1991] suggested that the rates varied by 1 order of magnitude to several orders of magnitude through the water column. This wide range in rate constants is not needed to satisfy the constraints imposed by the Nares Abyssal Plain data set compilation.

Although the rates predicted with the TV technique do not vary greatly through the water column, it seems reasonable to expect changes in aggregation and disaggregation of particles with depth. Large variations in aggregation and disaggregation rate constants, however, have yet to be rigorously documented and the values that are published (Table 1) may be biased by a priori assumptions. For example, the large range in rate constant values for particle and thorium cycling predicted by Clegg and Whitfield [1990, 1991] are partially the result of assumptions in their model. Clegg and Whitfield [1990] specify particle concentration and particle flux profiles through the water column, assume that below 1 km, $r_{-1} = 148$ y$^{-1}$ (where $r_{-1}$ is equivalent to $\beta_2$ and 148 y$^{-1}$ is the lower limit of values from Nogosi et al., [1987]), and calculate $r_1$ (equivalent to $\beta_2$) using the equation

$$r_1 = (P_{1f} + P_i - P_{1f} \gamma) / P_{i_L}$$

Here, $\gamma$ is the particle remineralization rate, $P_i$ is the suspended particle concentration, $P_{1f}$ is the production rate of particles (which is zero below 100 m), and $P_{i_L}$ is the sinking particle concentration.
Above 1000 m, \( r_1 \) was set proportional to \( \gamma \). The assumptions about the behavior of \( r_1 \) and \( \gamma \) through the water column forces \( r_1 \) to change in a predetermined manner. Most other estimates of \( \beta_2 \) and \( \beta_3 \) determined from field data offer little additional information on the change in rates with depth and represent depth-averaged values from individual localities [Nozaki et al., 1987; Murnane et al., 1990; Lavelle et al., 1991].

For the inversion we attempted to minimize assumptions about the changes in \( \beta_1 \) and \( \beta_3 \) as a function of depth by using constant initial estimates with large variances for \( \beta_2 \) and \( \beta_3 \). The predicted rates change by less than 30% from the initial estimates, and the predicted standard deviations do not decrease greatly from the estimated initial variances (Table 4). The inversion results suggest that \( \beta_2 \) and \( \beta_3 \) at the Nares Abyssal Plain are not strongly constrained by this compilation of data, by the initial estimates of unmeasured terms, or by the errors associated with all the terms. Without additional data it seems difficult to justify any functionality beyond first-order kinetics for the aggregation and disaggregation of particles at the Nares Abyssal Plain. Despite the small (and statistically insignificant) change in the rate constants for aggregation and disaggregation through the water column, we can partially satisfy our intuition concerning particle aggregation and disaggregation by noting that there is still a large change in the flux of particles and thorium between the particle classes as particle concentrations and activities change.

A stronger case can be made for the variation of \( \beta_1 \) through the water column because of its association with remineralization and the strong decrease in the flux and concentration of soft biogenic material with depth. Initial estimates for \( \beta_1 \) were based on the conservation equation for soft biogenic material (see Appendix B for details) and decreased by 2 orders of magnitude through the water column. If \( T(P_s) = 0 \), then the equation for soft biogenic material in the small-particle phase below the euphotic zone can be used to find that

\[
\beta_1 = \frac{\beta_2 P_s}{P_s} - \beta_2
\]

This approach includes assumptions about the behavior of particle fluxes, assumptions about the relative percentage of soft biogenic material in particles, and assumptions associated with linearly interpolated small-particle concentrations. These assumptions appear to be consistent with the information contained in all of the data because the median values for \( \beta_1 \) predicted with the inversion technique change by less than 20% from the initial estimates. However, the estimated uncertainties of the predicted \( \beta_1 \) are still relatively large and suggest that there is no statistically significant difference between the values of \( \beta_1 \) at different depths.

Four other terms related to particle cycling (\( \beta_1 \) in the top two layers, \( R_t \), and \( \sigma \)) have predicted values that are essentially unchanged from the initial estimates. The data do not constrain these terms beyond our prior estimates of their value (Table 4b, Appendix B).

Given the large uncertainties in the rate constants and the probable importance of \( T(\cdot) \) in the water column (see below), it does not appear necessary to assume that \( k_1 \) changes through the euphotic zone as suggested by Clegg and Whitfield (1991). The Nares thorium data can easily be satisfied through deviations from one-dimensional steady state conditions.

The measured activities and concentrations optimized with the TV inversion technique are usually assumed to be known exactly or are not considered when calculating thorium and particle-cycling rate constants by other methods. The predicted values do

<table>
<thead>
<tr>
<th>Table 4a: Initial Estimates and Predicted Values for Rate Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 \times 10^{-4} )</td>
</tr>
<tr>
<td>Initial Estimate</td>
</tr>
<tr>
<td>Depth m</td>
</tr>
<tr>
<td>23.5</td>
</tr>
<tr>
<td>19.5</td>
</tr>
<tr>
<td>15.5</td>
</tr>
<tr>
<td>11.5</td>
</tr>
<tr>
<td>7.5</td>
</tr>
</tbody>
</table>

The initial estimate throughout the water column was \( \bar{y}_2 = 27 \times 10^{-4} \) for \( \beta_1 \) and \( \beta_2 \). The standard deviation for the initial estimates were found by error propagation (Appendix B). The predicted mean values from the normal solution. The predicted mean values are the mean and standard deviation of the lognormal distribution assuming the calculated covariance matrix approximates the true covariance.
Figure 4. Plots of weighted inversion results. For each term the results are ordered from the surface layer value on the left to the bottom layer value on the right. (a) Plot of weighted residuals; (\(1 - \sigma_k^2/\sigma_k^2\)) for each unknown in the inversion, where \(\sigma_k^2\) and \(\sigma_k^2\) are the initial estimates of the value and standard deviation for each term and \(\sigma_k^2\) is the value predicted with the inversion. The open circles denote the weighted \(T(\_)\) found with the inversion. The asterisks denote the weighted terms in SMS(\_) predicted with the inversion. (b) Plot of weighted change in standard deviation; \(\sigma_k^2/\sigma_k^2\) for each term. The symbols and their order match Figure 4a. The predicted standard deviations are not rigorous estimates because of the nonlinear equations.
Table 4b. Initial estimates and predicted values for remaining parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial Estimate</th>
<th>Predicted Median</th>
<th>Predicted Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1(1), y^1$</td>
<td>16.8±11.9</td>
<td>17 (9.8 - 28.5)</td>
<td>19±11</td>
</tr>
<tr>
<td>$\beta_2(2), y^1$</td>
<td>10.7±27.6</td>
<td>11 (6.3 - 18.2)</td>
<td>12±7.0</td>
</tr>
<tr>
<td>$k_1, 10^2$ mm$^3$ kg$^{-1}$ y$^{-1}$</td>
<td>5.0±5.0</td>
<td>4.9 (4.0 - 6.0)</td>
<td>5.0±1.0</td>
</tr>
<tr>
<td>$k_2, y^1$</td>
<td>3.0±3.0</td>
<td>2.8 (1.8 - 4.4)</td>
<td>3.1±1.5</td>
</tr>
<tr>
<td>$R^*, 10^{4}$ mol g$^{-1}$</td>
<td>2.34±68</td>
<td>2.38 (0.82 - 6.86)</td>
<td>4.14±5.82</td>
</tr>
<tr>
<td>$\omega$, m d$^{-1}$</td>
<td>150±100</td>
<td>147 (90 - 238)</td>
<td>165±84</td>
</tr>
</tbody>
</table>

The standard deviation for the initial estimates were found by error propagation (appendix B). The predicted median values are the antilog of the normal solution. The values in parentheses are the antilog of the sum of the mean minus plus one standard deviation from the normal solution. The predicted means are the minimum variance unbiased estimate of the mean and standard deviation of the lognormal distribution (assuming the calculated covariance matrix approximates the true covariance).

not differ significantly from their initial estimates because of the relatively small uncertainties of the initial estimates (usually ±10%).

The predicted values of the $T(x)$ terms differ from their initial estimates by a relative large amount (Figure 4a). The initial estimates for $T(x)$ were all equal to zero with a large uncertainty based on the value of the initial estimate of $S_{i}(x)$ (see Appendix B). Setting $T(x) = 0$ is equivalent to assuming that the sum of the conservation equation time dependence and transport terms are negligible. The large uncertainty for $T(x)$ permits the predicted sum to differ greatly from zero. The large error also can be viewed as including model errors in the inverse solution [Menke, 1984]. Small initial uncertainties for $T(x)$, which would force the solution close to one-dimensional steady state conditions, do not allow the inversion routine to converge. This implies that the conditions at the Nares Abyssal Plain are inconsistent with one-dimensional steady state assumptions about thorium and particle cycling.

The assumption that $T(x)$ equals zero, or is negligible, can be tested by comparing the predicted magnitudes of each process included in $S_{i}(x)$ with the predicted value of $T(x)$. If the assumption that $T(x)$ is negligible or zero is correct, then the predicted $T(x)$ for each phase should be much smaller than the other terms in the conservation equation for a given phase. Thorium activities, particle concentrations, and rate constants predicted with the inversion are used in this comparison. A comparison of $T(x)$ to the terms in $S_{i}(x)$ reveals that in general $T(x)$ is not small relative to other processes affecting a given particle or thorium phase (Table 5). For example, depth profiles of small-particle and dissolved thorium fluxes produced by various interactions (Figure 5) show that $T(x)$ can be important throughout the water column. There remains the possibility that $T(x) = 0$ may be true for each data set and that terms in $S_{i}(x)$ at the time each data set was collected are incompatible.

The magnitude of $T(x)$ for each phase is not unreasonable. For example, $T(x)$ at 3800 m is the second largest term affecting dissolved $^{230}Th$ (= 0.25 disintegrations per minute (dpm) m$^{-3}$ y$^{-1}$, Figure 5). Assuming that transport is negligible and that $T(x)$ is dominated by the time rate of change term one can infer that thorium activity at this depth would change by $\sim 0.1$ dpm m$^{-3}$ over a 6-month period. This is nearly 15% of the measured $^{230}Th$ activity for this depth and not much greater than the analytical precision for the dissolved thorium analysis. If $T(x)$ was due to advective processes only and there was a relatively slow horizontal velocity of 0.01 m s$^{-1}$, then $^{230}Th$ activity would need to change by only $10^2$ dpm m$^{-3}$ over 10 km. Changes in dissolved $^{230}Th$ activity of this order are not difficult to imagine. If the true value of $T(x)$ is close to the $T(x)$ predicted with the inversion, then one should not neglect $T(x)$ (i.e., set $T(x) = 0$) when calculating particle- and thorium-cycling rate constants.

Table 5. Comparison of Major Processes Affecting Thorium and Particle Phases

<table>
<thead>
<tr>
<th>Dominant Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolved Phase</td>
</tr>
<tr>
<td>Soft biogenic particles</td>
</tr>
<tr>
<td>$^{234}Th$</td>
</tr>
<tr>
<td>$^{230}Th$</td>
</tr>
<tr>
<td>$^{226}Th$</td>
</tr>
</tbody>
</table>

$\ast$ Upper water column
$\dagger$ Lower water column
The dominant term in the predicted values of $T(\cdot)$ could be either transport or time dependence. One way of determining this is to determine if $T(\cdot)$ changes at water mass boundaries. Changes near water mass boundaries would suggest that transport along isopycnal surfaces could be important. At TTO-NAS station 24, there are inflections in the slope of sigma 4 versus depth at 200, 400, ~1200-1400, and ~3900 m; the most defined change in slope occurs between 1200 and 1400 m. The inflections are roughly located where there is a large increase of small-particle concentrations with depth (Figure 3). The correlation between the shift in particle concentration and water mass boundary is circumstantial evidence that lateral transport may be significant for the distribution of small particles. A sharp change in the ratio of $\beta_2/\beta_1$ could also change the small-particle concentration but would be inconsistent with a reasonable assumption of smoothness in the profiles of the rate constants as a function of depth. Neither $^{220}$Th nor $^{230}$Th data show a correlation with changes in water mass boundaries (Figure 2).

Time dependence could be the dominant term in $T(\cdot)$ for other conservation equations. The mean activity flux for $^{230}$Th found by both sediment traps is slightly lower than the theoretical flux needed for complete removal of $^{220}$Th from the water column overlying the sediment traps. This implies that time dependent processes may be important in the flux of large particles, that lateral transport affects the $^{230}$Th budget, or that the sediment trap may not be 100% efficient at collecting material. Variations in thorium and mass fluxes over time are known to occur [Bacon et al., 1985; Deuser, 1986], so time dependent processes could also be an important contributor to $T(\cdot)$ for large-particle phases. Other works find that up to 1/3 of the $^{230}$Th produced in the overlying water column can be removed by lateral transport [Anderson et al., 1983; Bacon et al., 1985]. Lateral transport of large particles would seem unlikely to be a significant factor if these particles have settling velocities on the order of 150 m d$^{-1}$. However, work by Deuser et al. [1990] shows that the best correlation between surface production and sediment trap data. Siegel et al. [1990] also discuss the importance of Lagrangian effects on sediment trap data. Finally, thorium fluxes based on sediment trap measurements and thorium budgets do not always agree [Buesseler, 1991]. These observations suggest that one may have to consider time dependence and lateral transport when working with material in the dissolved, small-particle, and large-particle phases.

One implication of this discussion is that the wide range of values for $\beta_2$ and $\beta_3$ listed in Table 1 may not actually be caused by processes that occur in the water column. Instead, the variation could reflect assumptions made in estimating the rate constants (e.g., one-dimensional steady state conditions and/or data averaging). The initial estimates of these parameters at the Nares...
Abyssal Plain provide an example. In Appendix D we note that the data from level 11 were neglected when the depth-averaged values of the small-particle $^{230}$Th activity were found. If the low activity at this depth was included, the initial estimate for $\beta_2$ would change from $\beta_2 = 155$ y$^{-1}$ to $\beta_2 = -336$ y$^{-1}$, a physically unrealistic value. The sensitivity of the rate constants to small changes in the averaged data is a result of the $^{230}$Th and particle conservation equations nearly being colinear. As a result, small changes in the data can have dramatic effects on calculations to determine $\beta_2$ and $\beta_3$. If the data used to calculate the rate constants in Table 1 are nearly colinear or if $T(\cdot)$ is significant but not included in the calculations, then the values of the predicted rate constants could be significantly in error.

The sensitivity tests reveal several features of the inversion solution. The first is that changing the initial estimates by a factor of 2 for a given set of rate constants barely alters the predicted value of the unaltered terms in SMS( ). This is because the large initial variance associated with $T(\cdot)$ allows changes in the predicted $T(\cdot)$ to dampen the effects of the altered parameter. The second is that the particle-cycling rate constants $\beta_2$ and $\beta_3$ are coupled to changes in $k_1$ and $k_{1\cdot}$. Changing $k_1$ or $k_{1\cdot}$ affects the thorium activity, which changes the best fit $\beta$’s, which in turn alters the particle distributions. The third point is that $k_1$ is the only rate that is well constrained by the data; this is consistent with its relatively small estimated standard deviation (Table 4). The value of $k_{1\cdot}$ is not as well constrained, possibly because the effects of other processes, such as the release of thorium to the dissolved phase through the action of the rate constant $\beta_{1\cdot}$, are important. These results differ from the observations of Lavelle et al. (1991) who found that $k_1$ and $k_{1\cdot}$ were linear functions of each other.

Several observations summarize the results of the inversion. The large predicted errors suggest that the rates are poorly constrained by the data and that little variation in particle aggregation and disaggregation rate constants is needed for the conservation equations to be consistent with the data. The nonzero values for $T(\cdot)$ suggest that time dependence, advective, and/or diffusive transport are important. The sensitivity tests show that although the predicted rates are a function of the initial estimates, the general pattern of relative constant aggregation and disaggregation rates through the water column is unchanged.

We now use the rates predicted with the inversion in a one-dimensional steady state forward model of particle and thorium cycling. The thorium and particle profiles predicted with the forward model support the conclusions based on the inverse results and suggest additional measurements that would better constrain the rate estimates.

**Forward Model**

The forward model uses the conservation equations for the thorium isotopes and soft biogenic material in each phase and the assumption that $T(\cdot)$ equals zero. The concentrations of inert detrital and hard organic material in the large-particle phase are fixed as in the inversion. The concentrations of inert detrital and hard organic material in the small-particle phase are based on the predicted values of $\beta_2$ and $\beta_3$ at each level. The sensitivity of the forward model profiles to changes in the rate constants is useful in understanding the precision with which thorium and particle data must be known in order to precisely determine different rate constants. The forward model sensitivity tests we present use the rates predicted by the inversion sensitivity tests when the initial estimates of the rates $\beta_2$, $k_1$, $k_{1\cdot}$, and both $\beta_2$ and $\beta_3$ were doubled throughout the water column. In the following discussion we will refer to the forward profiles predicted using the rates in Table 4 as the "standard case".

**Figure 6.** Forward model predictions of small-particle concentrations and large-particle fluxes using rate constants from the inversion. The solid lines represent the interpolated concentrations and fluxes for the total particulate material that were shown in Figure 3. The solid circles denote the calculated values at each depth in the model. The dotted line gives the soft biogenic material data and the dashed line the total of the soft biogenic, hard biogenic, and inert detrital material.
Results

The total small-particle concentrations and fluxes predicted with the forward model are reasonable approximations of the interpolated data except for the low concentration particles and fluxes of soft biogenic material in the deeper parts of the water column (Figure 6). The total particle flux data agree, within sampling error, with the sediment trap observations at the two sampled depths, but the calculated flux of organic carbon (0.05 mol C m\(^{-2}\) y\(^{-1}\) at 1.6 km and 0.01 mol C m\(^{-2}\) y\(^{-1}\) at 4.5 km, based on the predicted R\(^4\) and a C/P ratio of 130) is lower at the deeper depth than the value reported by Fisher et al. [1988] (0.04±0.07 mol C m\(^{-2}\) y\(^{-1}\) at both 1.3 km and 4.8 km). Dissolved and small-particle 232Th and 230Th activities predicted by the forward model differ from the interpolated data through most of the water column (Figure 7). Within the measurement error, however, the 230Th activity flux predicted with the forward model (48 dpm m\(^{-2}\) y\(^{-1}\) at 1.6 km and 121 dpm m\(^{-2}\) y\(^{-1}\) at 4.6 km) agrees with the sediment trap observations Fisher et al. [1988] (35.5±13.9 dpm m\(^{-2}\) y\(^{-1}\) at 1.5 km and 101±46 dpm m\(^{-2}\) y\(^{-1}\) at 4.8 km). The 228Th activity fluxes predicted with the forward model (500 dpm m\(^{-2}\) y\(^{-1}\) at 1.6 km and 290 dpm m\(^{-2}\) y\(^{-1}\) at 4.6 km) match the 1.5 km sediment trap observation and are lower than the 4.8 km data point Fisher et al. [1988] (374±312 dpm m\(^{-2}\) y\(^{-1}\) at 1.5 km and 588±217 dpm m\(^{-2}\) y\(^{-1}\) at 4.8 km).

The activity, concentration, and flux profiles predicted with the forward model and rates from the inversion sensitivity tests differ from the standard case in a predictable manner. In all cases the 230Th activity flux is unchanged in the one-dimensional model because the activity removed by sinking particles must essentially balance the activity produced by the decay of the dissolved parent nuclide. Doubling \(\beta_2\) changes both thorium and particle profiles significantly by lowering small-particle activity and concentrations. Doubling \(k_1\) increases small-particle thorium activities, and doubling \(k_2\) decreases small-particle thorium activities.

An important result from the sensitivity tests comes from the observation that when both \(\beta_2\) and \(\beta_3\) are doubled, the forward model profiles for the concentrations and fluxes of thorium and total particles do not change greatly whereas the profiles for soft biogenic matter change dramatically. For example, the profiles predicted during the sensitivity tests show that: (1) the activities of the thorium isotopes in the dissolved and small-particle phases generally differ from the standard case by less than 20% (except near the surface and bottom), (2) the flux of 230Th and 230Th differs greatly from the standard case only near the surface, and (3) the small-particle concentrations of \(P_3\) and \(P_4\) change by less than 20% through most of the water column.

Large differences in profiles of soft biogenic matter are predicted when both \(\beta_2\) and \(\beta_3\) are doubled (Figure 8). The concentration of soft biogenic small particles is 25-50% of the standard case in the ephichotic zone, near the standard case between the euphotic zone and 1 km depth, and more than 1 order of magnitude lower than the standard case at depth. The flux of soft biogenic large particles is approximately equal to the standard case at the surface and 1 order of magnitude lower than the standard case at depth. These relatively large changes are in contrast to the smaller changes in profiles for hard biogenic material, inert biogenic material and thorium isotopes that were described above.

Discussion

The results from the forward model differ slightly from a one-dimensional steady state model that includes advection and diffusion. However, the differences produced by neglecting advection and diffusion in this one-dimensional model seem likely to be on the same order as those introduced by assuming unknown (and possibly incorrect) advection velocities and eddy diffusion coefficients. With this simplification in mind we can still obtain some insights relevant to the determination of particle-cycling rate constants. The largest differences between the interpolated
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**Figure 7.** Forward model predictions of 230Th and 228Th dissolved and small particle activities. The solid lines represent the interpolated activities that were shown in Figure 2. The higher activities are for the dissolved phase. The x denote the calculated activities at each level; the dotted lines give the dissolved activities, and the dashed lines give the small-particle activities.
profiles and the forward model results for $^{230}$Th (except dissolved $^{234}$Th at depth) and $^{228}$Th tend to occur where the values of $\Gamma$ ( ) are large (compare Figures 5 and 7). These differences suggest that $\Gamma$ has a major role in the development of the measured particle and thorium profiles for the northwest Atlantic Ocean.

The good match between predicted and observed $^{230}$Th profiles that Clegg et al. [1991] obtain for the station P data from the North Pacific can be attributed to the almost monotonic increase in $^{230}$Th with depth at that locality, which is consistent with a small value for $\Gamma$. As a result, neglecting $\Gamma$ while estimating the rate constants with $^{230}$Th data may be a good assumption in the North Pacific. The fit between their predicted and observed $^{228}$Th profiles, however, is not as good as that for $^{230}$Th. They improve the predicted $^{228}$Th profile by changing the measured $^{228}$Ra source for the middlephs of the water column. An interpretation of the data consistent with our approach would be that the radium data are correct and that the poor fit is a result of unaccounted terms such as time dependence and lateral transport.

The different profiles produced by the forward model using rate constants from the sensitivity tests illustrate the precision with which the data must be measured in order to uniquely determine the particle-cycling rate constants. If the profiles differ from the standard case by more than 10%, roughly the analytical precision of a measurement, then an inversion of data from the profiles should yield distinctly different estimates for the rate constants. The forward model thorium profiles clearly differ from the standard case when changes are made in $k_1$, $k_{-1}$, or $\beta_2$.

As a result, estimates of $k_1$ or $k_{-1}$, which are not directly related to the cycle of particles (or organic carbon) in the ocean, can be made using the thorium data. Thorium as well as total particle profiles differ greatly from the standard case when $\beta_2$ is doubled and shows that the ratio of $\beta_2/\beta_3$ can be estimated easily from the total particle profiles or the thorium data, as previously noted by Clegg and Whitfield [1990, 1991]. If the ratio of $\beta_2/\beta_3$ remains constant, then changes in $\beta_2$ and $\beta_3$ significantly affect modeled thorium activities or total particle concentrations in regions with large changes in mass and activity gradients. Unfortunately, these regions, such as the surface ocean, are where $\Gamma$ is likely to be relatively large. These results suggest that only the ratio of $\beta_2/\beta_3$ can be precisely determined from an inversion of total particle and thorium profiles.

Soft biogenic material is the only phase in our model that is sensitive to the value of $\beta_2$ and $\beta_3$ when the ratio of $\beta_2/\beta_3$ is constant (Figure 8). The profiles predicted using rates from the inversion sensitivity tests imply that more precise estimates of $\beta_2$ and $\beta_3$ could be made if the errors in the estimated concentrations of soft biogenic material (Table 3) were smaller. Similarly, if we equate particulate organic carbon in the ocean with the model's soft biogenic material, measurements of particulate organic carbon may help to constrain strongly the relative magnitude of $\beta_2$ and $\beta_3$.

The cycle of soft biogenic material through the model's water column differs in important ways from the cycles of thorium and total particulate material. The only source of soft biogenic mate-
rrial is the euphotic zone; in contrast, there are parent nuclides throughout the water column for the thorium isotopes (except $^{232}\text{Th}$). Unlike soft biogenic material, hard biogenic material and inert particulate material are not subject to remineralization through the water column. As a result of these differences, predicted profiles of soft biogenic material are sensitive to the magnitude of $\beta_1$ and $\beta_2$. These results imply that by combining measurements of particulate organic carbon (POC), particulate organic nitrogen (PON), thorium, and particle mass one could obtain more precise estimates of $\beta_2$ and $\beta_3$.

It is important to remember that these profiles are produced by a one-dimensional steady state model. Advective and diffusive transport and non-steady state conditions make distinguishing different rates more difficult. The uncertainty in $T(\cdot)$ will act to limit the precision with which the rate constants can be determined.

**Summary**

We use an inversion technique ($IV$) to calculate least squares estimates for the rate of particle and thorium cycling through the water column at the Nares Abyssal Plain. The data used in the inversion combines results from adjacent stations that were occupied at different times (GEOSECS, TTO-NAS, Cochran et al (1987), Fisher et al. (1988)). Initial estimates of the time dependence and transport terms were assumed to sum to zero ($T(\cdot) = 0$). The predicted values for $T(\cdot)$ were nonzero and on the same order as other terms in the conservation equations for thorium and particulate organic carbon (POC), particulate organic nitrogen (PON), thorium, and particle mass one could obtain more precise estimates of $\beta_2$ and $\beta_3$.

Most of the predicted rate constants related to particle cycling ($\beta_1$, $\beta_2$, and $\beta_3$) have large uncertainties and differ from their initial estimates by less than 30% (Table 4). Estimated median values for the aggregation rate (2.1-3.6 $y^{-1}$) and disaggregation rate (135-195 $y^{-1}$) of particles are within the range of previous estimates (Table 1). Predicted median values for $\beta_1$ range from a high of 75 $y^{-1}$ in the euphotic zone to a low of 0.2 $y^{-1}$ at the bottom level in the model. The large errors in the rate constants show that the data set does not strongly constrain the particle-cycling rate constants. The rate constants for thorium adsorption and desorption are better constrained by the data. The mean value for the predicted adsorption rate constant is 5.02±1.00x10^{-3} m^3 kg^{-1} y^{-1} and for the desorption rate constant is 3.1±1.5 $y^{-1}$.

An analysis, based on the inversion results, of the relative magnitude of the processes involved in the cycling of thorium and particles through the water column shows that the sum of the time dependence and lateral transport terms, $T(\cdot)$, can be on the same order as, or greater than, other terms in the conservation equations for particle and thorium cycling in the Northwest Atlantic Ocean. Large errors for the rate constants predicted with the inversion are related to the uncertainties in the values of $T(\cdot)$ and the insensitivity of thorium and total particle profiles to parallel changes in $\beta_2$ and $\beta_3$. The inversion results suggest that until the uncertainty and value of $T(\cdot)$ is included in calculations, the predicted error and the estimated range of the rate constants will remain large. More detailed sampling, estimates of time rates of change, and estimates of lateral and vertical transport parameters will be needed to constrain the rate constants, certainly a nontrivial task.

Particle and thorium profiles are predicted with a forward model of particle and thorium cycling using rate constants predicted with the inversion technique. Sensitivity tests made with the forward model show that for a given ratio of $\beta_3/\beta_2$, different values for $\beta_2$ and $\beta_3$ cannot be distinguished using thorium activity profiles except where there are rapidly changing particle and thorium flux gradients. The concentration and flux of soft biogenic material in the forward model, however, are quite sensitive to changes in $\beta_2$ and $\beta_3$ for a given ratio of $\beta_3/\beta_2$. Measurements of the distribution and flux of soft biogenic material (e.g., particulate organic carbon, nitrogen, and phosphorus) may provide the best chance to determine $\beta_2$ and $\beta_3$ with some precision. The data collected by the Joint Global Ocean Flux Study (JGOFS) expeditions (e.g., thorium, POC, and PON data summarized from the North Atlantic Bloom experiment [Buesseler et al., 1992]) will provide the information needed to determine $T(\cdot)$ and should allow the rate constants to be determined with relatively good precision.

**Appendix A. Particle and Thorium Model Equations**

As noted in the text, the conservation equations for thorium and particles can be written as $\text{SMS}(\cdot) = T(\cdot)$, where $\text{SMS}(\cdot)$ includes all the source minus sink terms and $T(\cdot)$ represents the advective and diffusive transport and the time rate of change. The conservation equations describing the thorium model in Figure 1 can be expanded as

- **Dissolved phase, $A_D$**
  \[ A_D(\frac{dP^D}{dt}) = A_D(\frac{dP^D}{dt}) + A_D(\frac{dP^D}{dt}) = T(A_D) \]  
  \[ (A1a) \]

- **Small-particle phase, $A_P$**
  \[ A_P(\frac{dP^P}{dt}) = A_P(\frac{dP^P}{dt}) + A_P(\frac{dP^P}{dt}) = T(A_P) \]  
  \[ (A1b) \]

- **Large-particle phase, $A_L$**
  \[ A_L(\frac{dP^L}{dt}) = A_L(\frac{dP^L}{dt}) + A_L(\frac{dP^L}{dt}) = T(A_L) \]  
  \[ (A1c) \]

where the term $T(\cdot)$ represents

\[ T(\cdot) = \frac{\partial A}{\partial t} + \nabla \cdot \mathbf{V}(\cdot) - \nabla \cdot \mathbf{K}(\cdot) \]  
\[ (A1d) \]

and the blank space in $T(\cdot)$ is filled by the appropriate term for each equation. The conservation equations for the particles can be expanded as

- **Nutrient phase, $N$**
  \[ \frac{dP^N}{dt} = T(N) \]  
  \[ (A2a) \]

- **Soft biogenic small-particle phase, $P_S$**
  \[ \frac{dP^S}{dt} = \frac{dP^S}{dt} + \frac{dP^S}{dt} = T(P^S) \]  
  \[ (A2b) \]

- **Hard biogenic small-particle phase, $P_H$**
  \[ \frac{dP^H}{dt} = \frac{dP^H}{dt} + \frac{dP^H}{dt} = T(P^H) \]  
  \[ (A2c) \]

- **Inert detrital small-particle phase, $P_I$**
  \[ \frac{dP^I}{dt} = \frac{dP^I}{dt} = T(P^I) \]  
  \[ (A2d) \]

- **Large-particle phase, $P_L$**
  \[ \frac{dP^L}{dt} = \frac{dP^L}{dt} - \frac{dP^L}{dt} = T(P^L) \]  
  \[ (A2e) \]
Activity is denoted by $A$ and the subscripts $D$, $S$, and $L$ show activity in the dissolved, small-particle, and large-particle classes. The $A_D$ denotes the activity of the dissolved thorium parent. The dissolved thorium activity is in disintegrations per minute per cubic meter, and the small and large thorium particle activities are in disintegrations per minute per kilogram. The processes denoted by the different rates are depicted in Figure 1. The units for $k_1$, $\lambda$, $\beta_1$, $\beta_2$, and $\beta_3$ are per year. The units for $k_2$ are cubic meter per kilogram per year. The ratio of particulate nutrient to mass of soft biogenic material is given by $R^s$, and the ratio of particulate nutrient to hard biogenic material is given by $R^h$. Advection velocity is given by $V$, eddy diffusivity by $K$, time by $t$, and depth by $z$. Particle concentrations, $P_i$, are given in kilograms per cubic meter. The subscripts to $P$ mark the small, $S$, or large, $L$, particle phase, and the superscripts mark the soft biogenic material, $S$, hard biogenic material, $H$, inert detrital material, $i$, or the total mass in a given particle class, $t$. The asterisk in (A2c) symbolizes $s$, $p$, or $i$. The flux of large particles can be related to the large-particle concentration: $P_{L}^{i} + F_{P_{L}}^{i} = P_{L}^{i}$. Equations A1 and A2 were changed slightly for use as constraint equations in the inversion. All of the rate constants, $\omega$, and the small and large soft biogenic particle concentrations were assumed to have a lognormal probability distribution. The change in the conservation equations resulted in the following equations for (A1):

Dissolved phase, $A_D$

$$A_D(P_{D}^{S} + P_{D}^{L} + \exp(\ln(P_{D}^{S})) \cdot \exp(\ln(k_1)) \cdot \exp(\ln(P_{D}^{L})) \cdot \exp(\ln(\beta_1))) - A_D(P_{D}^{S} + P_{D}^{L} + \exp(\ln(P_{D}^{S})) \cdot \exp(\ln(k_1)) \cdot \exp(\ln(\beta_1)) + \lambda) + A_D(\cdot \exp(\ln(P_{D}^{L})) \cdot \exp(\ln(\beta_1))) = T(A_D)$$

(A3a)

Small-particle phase, $A_S P_S$

$$A_S(P_{S}^{S} + P_{S}^{L} + \exp(\ln(P_{S}^{S})) \cdot \exp(\ln(k_1)) + A_S(P_{S}^{S} + P_{S}^{L} + \exp(\ln(P_{S}^{S})) \cdot \exp(\ln(k_1)) \cdot \exp(\ln(\beta_1)) + \lambda) + \exp(\ln(P_{S}^{L})) \cdot \exp(\ln(\beta_1))) = T(A_S P_S)$$

(A3b)

Large-particle phase, $A_L P_L$

$$A_L(P_{L}^{S} + P_{L}^{L} + \exp(\ln(P_{L}^{S})) \cdot \exp(\ln(k_1)) + A_L(P_{L}^{S} + P_{L}^{L} + \exp(\ln(P_{L}^{S})) \cdot \exp(\ln(k_1)) \cdot \exp(\ln(\beta_1)) + \lambda) + \exp(\ln(P_{L}^{L})) \cdot \exp(\ln(\beta_1))) = T(A_L P_L)$$

(A3c)

The soft biogenic material conservation equations were altered in a similar manner:

Soft biogenic small-particle phase, $P_{S}^{S}$

$$\exp(\ln(P_{S}^{S})) \cdot \exp(\ln(\beta_2)) + \frac{N \exp(\ln(\beta_2))}{\exp(\ln(R^S))} - \exp(\ln(P_{S}^{S})) \cdot \exp(\ln(\beta_1)) = T(P_{S}^{S})$$

(A4a)

Large-particle phase, $P_{L}^{S}$

$$\exp(\ln(P_{L}^{S})) \cdot \exp(\ln(\beta_2)) - \exp(\ln(P_{L}^{S})) \cdot \exp(\ln(\beta_1)) - \exp(\ln(\omega)) \cdot \frac{\exp(\ln(P_{L}^{S}))}{\Delta z} = T(P_{L}^{S})$$

(A4b)

Equations A3 for thorium and A4 for soft biogenic material are used as constraint equations in the inversion of the particle and thorium data for the 13 depths of the water column. The equations are nonlinear so that initial estimates for all the terms that will be optimized in a least squares sense are required. The methods used to obtain the initial estimates are given in Appendix B.

A one-dimensional, steady state forward model of particle and thorium cycling that predicts particle and thorium concentrations and fluxes through the water column can be constructed using the rate constants predicted with the inversion. The steady state forward model lacks advective and diffusive terms so that $T(\cdot) = 0$ as in the initial estimates for the inversion. The particle- and thorium-cycling equations can be applied throughout the water column. Each point is coupled to adjacent points by sinking large particles. Thorium activities and particle concentrations at each point could be calculated with a finite difference model; however, it is much more efficient to directly solve a system of linear equations. The particle concentrations must be known before the thorium equations can be solved; therefore the particle concentrations are solved first. The particle equations for the forward model are based on (A2) and the inversion results, but $T(\cdot) = 0$ and the production of small particles in the euphotic zone are on the right-hand side. The linear equations for particles at a given level are:

$$\begin{pmatrix} \beta_1(i) + \beta_2(i) \\ \beta_2(i) \end{pmatrix} = \begin{pmatrix} \frac{\omega}{\Delta z(i)} & \beta_2(i) + \frac{\omega}{\Delta z(i)} \\ \beta_2(i) & \beta_2(i) + \frac{\omega}{\Delta z(i)} \end{pmatrix} \begin{pmatrix} P(i) \\ P_{L}(i) \end{pmatrix}$$

(A3)

where $i$ is an index for the layer in the model. The large-particle concentration of soft biogenic material is set equal to zero at the air-sea interface (at $i=0$). The elements in the unknown vector for the forward model are the small- and large-particle concentrations at each depth. The euphotic zone comprises the top two layers where there is a particle production term. The phosphate concentrations at GESECS station 31 are used for the nutrient concentration. The $\Delta z$ term represents the layer thickness. The system of equations can be solved for all levels at one time. Once the soft biogenic particle concentrations are known, a similar technique can be used to find the activities for the different thorium isotopes using (A1). The appropriate equation is:

$$\begin{pmatrix} \alpha_{11} & \alpha_{12} \\ 0 & 0 \end{pmatrix} \begin{pmatrix} A_D(i) \\ A_S(i) \end{pmatrix} + \begin{pmatrix} \alpha_{22} \beta_2(i) \\ \alpha_{22} \beta_2(i) \end{pmatrix} \begin{pmatrix} P_{S}(i) \\ P_{S}(i) \end{pmatrix} = \begin{pmatrix} -\beta_2(i) \lambda \\ 0 \end{pmatrix}$$

(A4)

where

$$\begin{align*}
\alpha_{11} &= -P_{S}(i) k_{11} \\
\alpha_{12} &= P_{S}(i) \beta_1(i) + P_{L}(i) k_{14} \\
\alpha_{22} &= \frac{P_{S}(i) \beta_2(i)}{k_{11} + \beta_2(i) + \lambda} - \frac{P_{S}(i) \beta_2(i)}{k_{11}} \\
\alpha_{34} &= -P_{L}(i) \beta_1(i) + \frac{\omega}{\Delta z(i)} \lambda + \frac{\omega}{\Delta z(i)} \beta_2(i) 
\end{align*}$$
All the terms in (A4) are defined above. Solving these equations for every level in the model yields the activities and fluxes based on the rates and settling velocity predicted with the inversion applied to a situation where $T'(\cdot) = 0$ in (A1) and (A2). The predicted profiles will differ from those found with the inversion because the inversion solution has $T'(\cdot) \neq 0$.

Appendix B: Field Data and Initial Estimates

Samples for measurements of $^{230}$Th and $^{228}$Th in solution and on suspended particles were collected in September 1984 at a site in the Nares Abyssal Plain (23°11′N, 63°38′W) [Cochran et al., 1987]. Figure 2 shows the measured activities of $^{228}$Th and $^{226}$Th in the suspended particles and in solution. No $^{228}$Ra measurements were made when samples were collected for $^{226}$Th, and we have used $^{226}$Ra analyses on samples collected in 1981 as part of the TTO-NAS experiment (station 24, 23°17′N, 64°09′W) [Key et al., 1992]. The $^{226}$Ra activities that were measured from the TTO samples are shown in Figure 2. The interpolated thorium and radium activities are listed in Table 2 and a curve connecting the values is shown in Figure 2.

Our approach is in the spirit of Wunsch’s [1984] eclectic approach: we try to include a wide variety of relevant data into an inverse solution. With this in mind we use several numbers (specifically uranium activities and $^{228}$Th activities) that are not directly measured but that are expected to be correct. Depth-invariant uranium activities of $2.8 \times 10^3$ dpm $^{234}$U m$^{-3}$ and $2.4 \times 10^3$ dpm $^{238}$U m$^{-3}$ were used in the model. No measurements of $^{234}$Th were made at the Nares Abyssal Plain site. This short-lived thorium isotope commonly shows a depletion relative to its parent $^{238}$U in the upper $\approx 100$ m [e.g., Coale and Bruand, 1985, 1987], but at depth it is close to equilibrium with dissolved $^{238}$U. In order to provide additional constraints based on thorium isotopes for the model and because of the relatively predictable $^{238}$Th activities we include equations for $^{238}$Th below level four in the inversion. On the basis of other studies [Bacon and Anderson, 1982; Broecker et al., 1992] we assume that $\approx 4\%$ of the total $^{234}$Th activity is present on suspended particles below 220 m (level 4 and below) so that the initial activity of dissolved $^{234}$Th is $2.3 \times 10^3$ dpm m$^{-3}$ (Table 7).

The distribution of the total concentration of suspended particles at the Nares site is obtained from GEOSECS measurements (station 31; 27°N, 53°32′W). Figure 3 shows the suspended particle data and the curve connecting the interpolated values (Table 3) derived for the model layers.

Mass fluxes of particles and thorium isotopes are obtained from a 1-2′ (1984) deployment of two sediment traps (1464 m and 4832 m) at the Nares site [Fisher et al., 1988]. Mean annual fluxes of $^{230}$Th and $^{228}$Th determined from the two traps are used in the model. A complete profile of particle flux with depth was produced using these data and the mass flux compilation of Hargrave [1985] for the northwest Atlantic. The Nares site is one of low productivity, and the measured fluxes are at the lower end of the regional averages compiled by Hargrave [1985]. We use Hargrave’s compilation to determine the shape of the flux profile. We use the low end of the estimated ranges [Hargrave, 1985] and the mean annual fluxes directly measured at Nares. The interpolated fluxes are listed in Table 3 and the curve running through the interpolated values is shown in Figure 3.

The initial estimates for terms that were not measured (besides the uranium isotopes and $^{234}$Th activities) are based on the assumptions that the system is at steady state, that lateral transport is negligible, and that the settling of large particles is the only significant vertical transport term; in other words, $T'(\cdot) = 0$. The validity of these assumptions is examined in the main text. The uncertainty for $T'(\cdot)$ is a function of the initial estimates for the terms in SMS(\(\cdot\)). The standard deviation for $T'(\cdot)$ equals 10 times the value of SMS(\(\cdot\)) calculated with the initial estimates except for the soft biogenic material equations where a value of 0.01 kg m$^{-2}$ y$^{-1}$ was used.

The initial estimate for the large-particle settling velocity, $\omega$, was set at 150±100 m d$^{-1}$. The total large-particle concentration at depth (1.9±1.3×10$^7$ kg m$^{-3}$) is based on a settling velocity of 150 m d$^{-1}$, the average mass flux at 1464 m and 4832 m at the Nares Abyssal Plain measured by Fisher et al. [1988], and error propagation of the average mass flux and the settling velocity error. The depth-weighted average of the small-particle concentration between 1464 and 4832 m (found with the GEOSECS data) is 11.2±0.5×10$^5$ kg m$^{-3}$. Using these values, the assumptions that the large-particle flux gradient and $T'(\cdot)$ equal zero, and (A2) for the total large particles, we find the relation

$$\beta_2 = 1.65 \pm 1.16 \times 10^3 \beta_1$$

The depth-weighted small-particle $^{230}$Th activity is 6.8±0.3×10$^2$ dpm m$^{-3}$, however, when this value is used in the calculations, a negative value is found for $\beta_2$. Therefore the small-particle $^{230}$Th activity for level 11 (3721 m) was omitted from the depth average because its low value (Figure 2) departs from the monotonic increase expected for one-dimensional steady-state conditions. The resultant depth-averaged small-particle $^{230}$Th activity between the sediment traps is 7.9±0.4×10$^2$ dpm m$^{-3}$ [Cochran et al., 1987], the average large-particle $^{230}$Th activity is 6.3±2.8×10$^2$ dpm kg$^{-1}$, and the $^{236}$Th flux gradient is 2.0±1.3×10$^2$ dpm m$^{-3}$ y$^{-1}$ [Fisher et al., 1988]. Using (A1c), the assumption that $T'(\cdot)$ for large-particle $^{230}$Th is zero, error propagation, and the previous relation between $\beta_2$ and $\beta_1$, we find that $\beta_2 = 155\pm1610$ y$^{-1}$ and that $\beta_2 = 3\pm27$ y$^{-1}$. These values were used throughout the water column as the initial guesses for $\beta_2$ and $\beta_3$.

The dissolved thorium and $^{226}$Ra activities are based on the interpolated data (Table 2) and assigned uncertainties of ±10%. Unless explicitly stated otherwise, the errors given to the remaining terms are based on error propagation and the uncertainties given above for $\beta_2$ and $\beta_3$, thorium activities and fluxes, and the large-particle settling velocity and total large-particle fluxes.

The initial estimate for $R^\omega$, the ratio of particulate nutrient particle mass, is based on a C/P Redfield ratio of 130 [Peng and Broecker, 1987] and the following relation:

$$R^\omega = \frac{1 \text{ mol phosphate}}{(CH_2O)_{10} (NH_3)_{16} (H_2PO_4)} = 0.234 \text{ mol kg}^{-1}$$

The initial estimate of $R^\omega$ agrees with field observations. Data from Collier and Edmond [1984] can be used to find independent estimates of $R^\omega$. Collier and Edmond [1984] list millimole per gram dry plankton values of Ca, Si, and P from a variety of ocean stations. If we assume that one mole of Ca gives 0.1 kg of CaCO$_3$ and that one mole of Si gives 0.062 kg of SiO$_2$ that is 10% water, then we can estimate values of $R^\omega$ that range from 0.1 mol kg$^{-1}$ in the Antarctic Ocean to 0.7 mol kg$^{-1}$ in the equatorial Pacific (Manganese Nodule Project (MANOP) site C). Another check can be made using data from Parsons et al. [1961] who give a dry weight to C (grams) ratio of 2.5. Using a C/P ratio of 130, this is equivalent to a mole Pkilogram dry weight ratio of 0.26. A final comparison is made using data from Jackson [1990]. Jackson [1990] finds 2.2×10$^6$ g C in a 1 mm diameter aggregate and,
using data from Aldridge and Goschalk [1988] (1 mm aggregate has 1.0×10^5 g dry weight), calculates a dry weight to C ratio of 4.5. This is equivalent to a mole P/kilogram dry weight ratio of 0.14. All of these values are within a factor of 4 of our initial estimate for K', 0.2.34, and we assign to this number a large error of 20.468.

We next find the values for the particle concentrations based on the measured data. The flux of soft biogenic material is based on the average (50±15×10^6 kg C m^-2 y^-1) of the measured organic carbon fluxes at Nares [Fisher et al., 1988]. Using a molar C/P ratio of 130 and the estimate of K', we find that the flux of soft biogenic material is 1.37±0.14×10^3 kg m^-2 y^-1. We also assume that 60% of the flux of material at Nares is from hard biogenic material (e.g., calcite and opal) to get a flux of 6.00±1.56×10^2 kg m^-2 y^-1. The 60% value is not unreasonable when compared to other sediment trap data [Brewer et al., 1980; Deuser et al., 1981, Honjo et al., 1982, Deuser, 1986], and in any case, it does not strongly influence the rate constant solutions. Subtracting the flux of biogenic material from the total flux of particulate material gives the flux of inert abiotic material, 2.67±0.06×10^3 kg m^-2 y^-1. Dividing the fluxes of inert abiotic material and hard biogenic material by the settling velocity gives us the large-particle concentrations of inert abiotic material (4.96±0.5×10^2 kg m^-3) and hard biogenic material (1.1±0.8×10^2 kg m^-3). Subtracting these two values from the total large-particle concentration gives the large-particle concentration of soft biogenic material (0.3±1.7×10^2 kg m^-3).

The particle concentrations for the various phases at different depths through the water column were found as follows: The flux of inert abiotic particles was assumed to be constant through the water column: therefore the initial estimate for the concentration was the same throughout the water column. The flux of hard biogenic material was assumed to be constant below the euphotic zone; therefore the initial estimate for the hard biogenic large-particle concentration was the same below the euphotic zone. The concentration was assumed to decrease linearly from this concentration at the base of the euphotic zone to zero at the surface. The large-particle concentration of soft biogenic particles was found by subtracting the large-particle concentrations of inert abiotic and hard biogenic particles (see Table 3) from the total large-particle concentration (based on the interpolated total fluxes (Table 3) divided by the settling velocity). The total particle flux was assumed to have an uncertainty of 50% for error propagation calculations.

The small-particle concentrations of hard biogenic and inert abiotic material was found using the relation F = P x B2/B2 and using the appropriate P1 concentrations. This relation is based on (A2d). The small-particle concentration of soft biogenic material is found through the relation given by (A2e). At some levels, negative concentrations are calculated because of a large negative gradient in the large-particle concentration of soft biogenic material. For the cases where negative estimates were found the concentration of soft biogenic material in the overlying layer was used.

The initial estimate for B1 is based on an assumed primary productivity at Nares Abyssal Plain Of 0.04 kg C m^-2 y^-1 [Berger, 1989] and interpolated phosphate concentrations in the euphotic zone based on GEOSECS data. We assign an uncertainty of 50% to this estimate of primary production. The relation between nutrients, primary production (PP), and B1 is given by

\[ B_1 = \frac{PP}{12 \times 130 \times PO_4 \times \Delta z} \]

where \( \Delta z \) is the thickness of the overlying layer in the euphotic zone.

The values for B1 through the water column are found using (A2b) where B1 = 0 below the euphotic zone and the initial estimates for B2 and B2. After calculating B1 through the water column any negative values for B1 were replaced by the average of the nearest positive B1 above and below the given layer. The uncertainty found by error propagation was retained.

The rates of thorium adsorption and desorption must also be estimated. The rate constant for k1 is set equal to 5×10^4 m^3 kg^-1 y^-1. This is equivalent to a k1 = k1 x P1 = 0.5 y^-1 when the small-particle concentration is 1×10^2 kg m^-3 and is within the range of many field estimates for k1 (Table 1). The initial estimate for k1 equals 3 y^-1 and is in the middle of estimates listed in Table 1. The value for k1 is independent of particle concentration. The initial standard deviations for both rate constants are set equal to their value in order to span the range listed in Table 1. The smaller error relative to the B1 is warranted because adsorption and desorption rates are better known.

Lavelle et al. [1991] used estimates for k1 that are several orders of magnitude greater than most field-based values (Table 1) in order to maintain K1 values that agree with laboratory data. This caused their values for k1 to be on the high end of field-based estimates. The lower values for k1 that are found in the ocean could be due to differences between processes occurring in the ocean and the lab.

Small-particle thorium activities in disintegrations per minute per kilogram are calculated from the interpolated activities in Figure 2 (and listed in Table 2) and the interpolated total small-particle concentration (Figure 3). The uncertainties for the activities are based on 10% uncertainties in the interpolated values of small-particle thorium activities in disintegrations per minute per cubic meter and of the total small particle concentrations.

The remaining terms that require initial estimates are the large-particle thorium activities. Clegg and Whitfield [1991] predict the variation in activity of the small- and large-particle phases as a function of the rate constants B2 and B2. A general estimate based on their work for the large particle 234mTh and 238mTh activities (in disintegrations per minute per kilogram) is that the large-particle activities equal 80% of the small-particle activities (in disintegrations per minute per kilogram). Estimates for the 234mTh and 238mTh large-particle thorium activity can also be found using flux data [Fisher et al., 1988]. The large particle 238mTh activity is very close to 80% of the small-particle 238mTh activity [Cochran et al., 1987], which agrees with the work of Clegg and Whitfield [1991]. Therefore the initial estimates of 234mTh and 238mTh large-particle activities are set equal to 0.8 times the small-particle activities (Table 2) with an uncertainty of ±20%. The relationship of large-particle to small-particle 238mTh activity is more complicated. The ratio of large- to small-particle 238mTh activities near the ocean surface and bottom tend to be less than one because of the greater activity of the parent nuclide 232mRa. At intermediate depths the ratio of large- to small-particle 238mTh activity is greater than one. The large- to small-particle 238mTh activity ratio varies widely between the two sediment traps: 3.6 at the 1464 m trap and 1.6 at the 4832 m trap. On the basis of the results of Clegg and Whitfield [1991] the large- to small-particle 238mTh activity should drop below one near the surface. Therefore the large- to small-particle 238mTh activity ratio at level 3 is set equal to one. Linear interpolation between these three values is used to find the activity ratios at each depth (Table 2). The greater uncertainty associated with estimating the large-particle thorium activity is accounted for by assigning an uncertainty of ±50% to the large-particle 238mTh activity.
When carrying out the inversion, the terms that are assumed to have lognormal distributions must still be transformed. Therefore the log was taken of the initial estimates for the small- and large-particle soft biogenic material concentration, all the rate constants, the settling velocity, and $R_l$. The standard deviation of the transformed values ($\sigma$) was found from the relation

$$\sigma = \ln\left(\frac{x + \sigma^*}{x}\right)$$

where $x$ represents the untransformed term and $\sigma^*$ is the standard deviation of the untransformed variable.

The antilog of the least squares solution of the transformed variables gives the median of the lognormal distribution. The antilog of the sum of the least squares solution plus or minus the standard deviation does not give any statistically significant value; however, it does provide an easy comparison to the variables with normal distributions. The mean and standard deviation of the lognormal distribution can be calculated using the least squares solution for the normal distribution [Atchison and Brown, 1966]. The standard deviation of the lognormal distribution gives a measure of the spread in the tail of the lognormal distribution and does not directly parallel the standard deviation of a normal distribution. In addition, the nonlinear system precludes the rigorous calculation of a covariance matrix. Because of these complications we present the solution in two ways: (1) a minimum variance unbiased estimate of the mean and standard deviation of the lognormal distribution, and (2) the antilog of the mean and the antilog of the sum of the mean plus/minus the standard deviation of the normal distribution.

Note that the equations for the thorium isotopes were scaled such that the activity of each isotope was of the same order. This prevents the $^{234}$Th equations from dominating the solution with respect to the $^{230}$Th and $^{231}$Pa equations. The $^{230}$Th equations were multiplied by $10^4$ and the $^{231}$Pa equations were multiplied by $10^5$. In addition, the only conservation equations for particle cycling directly included in the inversion were for the cycling of soft biogenic material in the large- and small-particle phases.
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