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ABSTRACT

This study documents the temperature variance change in two different versions of a coupled ocean–
atmosphere general circulation model forced with estimates of future increases of greenhouse gas (GHG)
and aerosol concentrations. The variance changes are examined using an ensemble of 8 transient integra-
tions for the older model version and 10 transient integrations for the newer one. Monthly and annual data
are used to compute the mean and variance changes. Emphasis is placed upon computing and analyzing the
variance changes for the middle of the twenty-first century and compared with those found in a control
integration.

The large-scale variance of lower-tropospheric temperature (including surface air temperature) generally
decreases in high latitudes particularly during fall due to a delayed onset of sea ice as the climate warms.
Sea ice acts to insolate the atmosphere from the much larger heat capacity of the ocean. Therefore, the
near-surface temperature variance tends to be larger over the sea ice–covered regions, than the nearby
ice-free regions. The near-surface temperature variance also decreases during the winter and spring due to
a general reduction in the extent of sea ice during winter and spring.

Changes in storminess were also examined and were found to have relatively little effect upon the
reduction of temperature variance. Generally small changes of surface air temperature variance occurred in
low and midlatitudes over both land and oceanic areas year-round. An exception to this was a general
reduction of variance in the equatorial Pacific Ocean for the newer model. Small increases in the surface air
temperature variance occur in mid- to high latitudes during the summer months, suggesting the possibility
of more frequent and longer-lasting heat waves in response to increasing GHGs.

1. Introduction

In earlier papers, the mean climate response to
changes in the earth’s radiative forcing on a wide range
of variables and time scales is described in detail [e.g.,
Manabe et al. 1991; Intergovernmental Panel on Cli-
mate Change (IPCC) Working Group I Reports, see
Houghton et al. 1990, 1996, 2001]. However, it is also of
interest to examine changes in variability in addition to
the changes in the mean climate state. This is particu-
larly important when one wishes to discuss changes in
the occurrence of extreme events in response to in-
creasing greenhouse gases (GHGs) in the atmosphere.
These extreme events include floods, droughts, storm
frequency, hot and cold spells, etc. For the most part,
previous investigations of variability change resulting

from increasing GHGs have focused on specific regions
or phenomena such as El Niño–Southern Oscillation
(ENSO), Arctic Oscillation (AO), storm tracks, and
frequency, etc. (e.g., Mearns 1993; Mearns et al. 1995;
Rind et al. 1989; Katz and Brown 1992; Zwiers and
Kharin 1998; Meehl and Tebaldi 2004; Meehl et al. 2006).

Other recent studies have concentrated on the inter-
action of time mean changes versus variability of cli-
mate change. For example, the study by Raisanen
(2002) employed an ensemble of 19 different coupled
atmosphere–ocean models and noted that although
there were changes in interannual monthly mean tem-
perature and precipitation variability in response to
greenhouse warming, these were found to be relatively
small in comparison to the time mean changes. A simi-
lar conclusion was reached in a later study by Hunt and
Elliot (2004). Their study also considered variations of
droughts, extreme rain events over Australia, and cold
outbreaks over North America under greenhouse
warming conditions.
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This study takes a more broad-based view in its in-
vestigation. In particular, we examine changes in the
annual and seasonal mean temperature variability over
the entire global domain to determine whether or not
there are systematic changes in the variance. We seek
to investigate the causes of these changes. Naturally,
some of the variance changes we see will be related to
changes in the phenomena mentioned above. However,
we believe there are also large-scale changes in the vari-
ance fields that are closely related to changes in the
mean state of the climate system. If the uncertainty
associated with the changes in the mean state are low,
then it is likely that the uncertainty associated with the
related variance changes would also be low. This paper
discusses only the large-scale temperature variability
changes; hydrologic variability changes will be investi-
gated in a companion paper.

One of the main difficulties in this type of analysis is
the computation of variance when the mean climate
state is changing. Here we use a statistical method pro-
posed by Vinnikov and Robock (2002, hereafter called
the VR method) to compute the variances. The VR
method consists of fitting a higher-order polynomial to
the input time series. Anomalies are then computed as
deviations from that polynomial. By definition, the
anomalies squared are the variance time series. While
relatively simple, the VR scheme has the capability of
determining a unique time series of variances and to
cleanly separate the changes in the mean climate from
the changes in variance. See the appendix for more
details.

2. Model description

The two models used in this investigation are an
older generation model that will be referred to as the
R30 Manabe Climate Model (MCM; Delworth et al.
2002) and a newer version called climate model version
2.1 (CM2.1; Delworth et al. 2006). Since both models
have been extensively described in prior publications,
we will simply highlight a few attributes here. For more
details of the two models, the reader is encouraged to
investigate the two Delworth et al. papers and refer-
ences therein.

The R30 model was developed in the late 1980s and
uses relatively simple physical subgrid-scale parameter-
izations. The results obtained from this model were
used in the previous IPCC and other national and in-
ternational climate reports and assessments (Delworth
et al. 2002). The CM2.1 model is newly developed, us-
ing newer numerical techniques for advection and
much more complex physical parameterizations for
subgrid-scale processes (Delworth et al. 2006). It also
includes many new features not found in the early R30

model such as the ability to simulate the climatic effect
of many types of aerosols and the inclusion of diurnal
variation. The CM2.1 results are being used in the 2007
Fourth IPCC Assessment Report (AR4) and will likely
be part of many future assessments.

The R30 atmospheric transform grid, 2.25° latitude
by 3.75° longitude, is slightly coarser than the 2° lati-
tude by 2.5° longitude CM2.1 atmospheric grid. The
atmospheric component of CM2.1 uses about twice as
many vertical levels—24 levels as compared to 14 levels
in the R30 model. The oceanic R30 grid is a 2° grid with
18 vertical levels, while the CM2.1 oceanic grid is 1°
with higher resolution in the Tropics and has 50 vertical
levels.

In the R30 model, surface hydrology and precipita-
tion are computed using a 15-cm “bucket” and the
“moist convective adjustment” scheme, respectively
(Manabe 1969). Runoff is computed when the amount
of liquid water exceeds the field capacity of the bucket.
Cloud cover is a function of relative humidity only. No
heat storage is allowed in the land surface.

The CM2.1 land surface component is described in
Milly and Shmakin (2002) and is similar in complexity
to the Manabe bucket scheme, especially for hydrologi-
cal processes. However, an additional feature is the use
of a global distribution of field capacities derived from
vegetation- and soil-type datasets which replaces the
uniform 15-cm field capacity used in the R30 model.
The CM2.1 land surface component allows heat storage
over the continents.

Precipitation in CM2.1 is computed according to the
Relaxed Arakawa–Schubert formulation of Moorthi
and Suarez (1992). In general, large-scale clouds
and cloud microphysics are determined according to
Rotstayn (1997), whereas cloud amount is forecast-
based upon the scheme given by Tiedtke (1993).

In this study, sea ice changes are important. In the
R30 model, the sea ice moves with the ocean currents.
There are no leads within a given grid cell. If sea ice
exists, it is assumed to completely cover the grid cell. In
CM2.1, the ice scheme is more complicated (Delworth
et al. 2006). Ice dynamics are included. Ice moves in
response to the wind and ocean stresses taking into
account the internal ice forces. Snow is allowed to ac-
cumulate on the ice and there are two ice layers for the
thermodynamical computation. In a given grid cell in
CM2.1, there can be leads and up to five thicknesses of
the sea ice.

The R30 model uses flux adjustments to limit climate
drift and help maintain a stable control integration cli-
mate. These flux adjustments are computed in integra-
tions that occur before the model is coupled and they
are identical in the control and perturbation integra-
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tions. In CM2.1, no flux adjustments are used. In
summary, the R30 is a relatively simple, fast-running
climate model, which was state of the art in the early
1990s. CM2.1 is a much more complex model and rep-
resents the present-day state of the art.

The experimental procedure used to initialize and
integrate the R30 model is identical to that described by
Wetherald and Manabe (2002). We analyze their en-
semble of eight transient integrations and correspond-
ing control integrations. The control integrations,
where the radiative forcing is held constant at 1860 val-
ues, are about 900 yr in length. To obtain the projec-
tions of the future climate changes, an eight-member
ensemble is radiatively forced by increasing equivalent
GHG concentrations and sulfate aerosols over the pe-
riod of 1860–2090. From 1860 to 1990, historical esti-
mates of the changes in radiative forcing are used, in-
cluding the observed increases in GHG and sulfate
aerosols [see GHG and sulfate (GS) attributes in Table
4 of Delworth et al. 2002]. All eight integrations started
from different points (approximately 40 yr apart) in the
long preindustrial control run. From 1990 to 2090, the
IS92a scenario of the IPCC (Houghton et al. 1990) was
used.

For CM2.1, initialization and radiative forcing are
quite different from those used for the R30 model. This
is partly due to the fact that CM2.1 does not need to use
flux adjustments to maintain a stable control climate
and partly because of the more complex radiative forc-
ings used to drive the model. The control 1860 integra-
tion is obtained using the method described in Stouffer
et al. (2004). In this integration, the radiative forcing is
held constant at 1860 conditions and time integrated for
more than 1000 model years. Again, to obtain the fu-
ture projections of climate change, perturbation inte-
grations started from different periods in the 1860 con-
trol integration. The perturbation integrations from
1860 to 2000 use estimates of the historical changes in
the radiative forcing. The CM2.1 integrations include
many additional forcing agents not used in the R30
model integrations such as volcanic aerosols, observed
solar irradiance changes, and land surface changes over
that time period. For the CM2.1 model, the control
integration climate drift is larger than in the R30 model.
Therefore, a 100-yr period was selected that corre-
sponded in time with the analysis period (years 2035–
65) used for the transient experiments.

A number of different future radiative forcing sce-
narios were run using CM2.1 in support of the IPCC
AR4. An ensemble of 10 integrations using the Special
Report on Emissions Scenarios (SRES) A1B scenario
(see Nakicenovic et al. 2000 for a description of this
scenario) is analyzed in the same manner as the results

from the R30 model. In this case, all 10 members
started from year 1990 of the CM2.1 historical run de-
scribed above, using small perturbations in the initial
conditions to obtain the different ensemble members.

It should be noted here that while using different
radiative forcing agents, the historical radiative forcings
(1860 to the present day) used to drive the two models
are similar (IPCC report, Houghton et al. 2001). As for
the future scenarios, the IS92a scenario used in the R30
runs has been replaced by a newer, more realistic forc-
ing scenario SRES A1B (see above). The radiative
forcing in the IS92a scenario is somewhat larger than
the SRES A1B scenario. All other factors being equal,
one would expect a larger climate response in the R30
results than is found in the CM2.1 results, because of
the larger radiative forcing.

The model data analyzed in this study consists of
both yearly and monthly mean time series from the
ensemble of 8 transient experiments from the R30
model and 10 transient experiments from the CM2.1
model plus their respective control runs. The analysis
presented here focuses on a time period in the middle
of this century (2035–65). The response is presented as
differences from preindustrial control integrations. We
chose the 2035–65 calendar year time period because it
coincides with the time period analyzed in the Wether-
ald and Manabe (2002) study. If we had chosen a later
time period, the amplitude of the changes would have
been somewhat larger and possibly more statistically
significant but the patterns would have remained simi-
lar, assuming the sampling issues are small.

3. Analysis and results

The annual mean surface air temperature (SAT) dif-
ference is maximum in northern polar regions and mini-
mum in tropical latitudes for both the R30 and CM2.1
models. There is a local SAT difference minimum in
the northern North Atlantic Ocean and a secondary
weak minimum near 60°S (Figs. 1a,c). This pattern is
very similar to earlier studies (Manabe et al. 1991; Cu-
basch et al. 2001). The maximum SAT increase in the
northern polar latitudes, and to some extent in the
southern polar region, is enhanced by snow cover–
albedo feedback, a mechanism that is extensively dis-
cussed in Manabe and Wetherald (1975).

The patterns of the SAT variance changes (Figs.
1b,d) are very different from the changes in the mean
fields (Figs. 1a,c). The SAT variability generally de-
creases in both models in the northern and southern
polar oceanic regions, near the sea ice margin. In both
models, there are small variance changes in low lati-
tudes. In the CM2.1 results, there is a large increase in
SAT variance over near the North Pole.
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Additional investigation indicates that the pattern of
SAT variance decrease in high latitudes is associated
with the change in the latitude of the edge of the sea ice
pack or reductions in the sea ice thickness as discussed
below. By 2050 in these integrations, the sea ice gener-
ally becomes much thinner and the ice edge moves far-
ther poleward (Figs. 1b,d). By 2050, the sea ice is com-
pletely absent in some locations and in some seasons
where it is present in the control integration.

In the control integrations of both models due to the
smaller heat capacity of the underlying surface, the
SAT variance over relatively thick sea ice is larger than
over a thinner ice layer or the open ocean. Sea ice
isolates the overlying atmosphere from the ocean below
(Manabe and Stouffer 1979). Where the sea ice is rela-
tively thick, the SAT variability in the control integra-
tions is generally larger. In fact in places where the sea
ice is thick enough, the magnitude of the SAT variance
is similar to that found over the adjacent land regions.

In the transient integrations, the climate warms. In
response, the sea ice becomes thinner and the ice edge

retreats poleward. This allows more interactions be-
tween the atmosphere and ocean, leading to SAT vari-
ance decreases. This association of the SAT variance
changes with the changes in the underlying surface is
also found in Kharin and Zwiers (2005).

Comparing the amplitude of the SAT mean and vari-
ance changes between R30 and CM2.1 (Figs. 1b,d), it is
apparent that the changes are smaller for the CM2.1
results than found in the R30 model results. At least
part of the differences in the response is due to the
somewhat smaller radiative forcing in the CM2.1 inte-
grations as noted earlier. A second reason for a smaller
response in CM2.1 is its larger, and likely more realistic,
oceanic heat uptake in the transient integrations (Rus-
sell et al. 2006; Stouffer et al. 2006b).

Another way to examine the changes of variability is
by plotting the ratio of the variance obtained from the
transient and control experiments. The advantage of
this approach is that the ratio is directly related to the
F statistical significance test. In all variance ratio plots
shown here, the end member colors in the shading rep-

FIG. 1. Horizontal distribution of (a) annually averaged SAT difference and (b) SAT variance differences for the R30 model.
Horizontal distributions of (c) annually averaged SAT difference and (d) SAT variance differences for the CM2.1 model. Here the
variance changes are computed for each model ensemble member and averaged. Units are (a), (c) °C and (b), (d) °C2. Control
integration data were obtained from the 900 yr of the R30 model and 100 yr of the CM2.1 model integrations. Transient integration
data for years 2035–65 from each of the ensemble members are used, yielding differences from the control centered at the year 2050
or the middle of the twenty-first century. Thick, dark lines signify boundaries of sea ice for the control runs; the maroon lines signify
sea ice boundaries around year 2050 from one of the ensemble experiments. The boundaries represent values larger than 1-cm thickness
in the annual average.
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resent the 90% confidence level for the statistical
significance of the changes. To estimate this confi-
dence level, we assume a conservative number of de-
grees of freedom. For the control integrations, we as-
sume the degrees of freedom are the number of non-
overlapping segments in time in the integration. For the
transient changes, we use the number of ensemble
members.

A common feature of both model control distribu-
tions is that the SAT variability is largest in the polar
regions and smallest in the Tropics (Figs. 2a,c). In
CM2.1 (Fig. 2c), there is also a relative maximum in the
SAT variance in the equatorial tropical Pacific. These
patterns are related to the modes of variability found in
the coupled system and to the heat capacity of the un-

derlying surface. Here it is seen that the variability of
SAT for CM2.1 in high latitudes is smaller than that for
the R30 results, which probably is related to the differ-
ences in the sea ice formulation. The R30 sea ice
scheme does not allow leads within a grid box, while
leads are simulated in CM2.1. In the R30 using the
no-lead sea ice scheme, the variability over sea ice–
covered regions is more like the variability found over
land areas, leading to larger variability in these regions
as discussed below.

Figures 2b,d show the ratio of SAT variance of the
transient experiments to the variance of their respective
control runs for both the R30 and CM2.1 results. The
pattern of the ratios is clearly related to the pattern of
the variance differences shown in Figs. 1b,d. although

FIG. 2. Horizontal distribution of (a) annually averaged SAT variance from the R30 control experiment, (b) R30 SAT variance ratio,
(c) annually averaged SAT variance from the CM2.1 control experiment, and (d) CM2.1 SAT variance ratio. Here, the variances are
computed for each model ensemble member and averaged. Control integration and transient data used are from the same time periods
as in Fig. 1. Variance ratios are defined as the variance obtained from the transient experiments divided by the respective control
variances. Ratios less than 1 denote variance decreases in transient integrations whereas ratios greater than 1 denote variance increases.
The degrees of freedom are 29 for both model control runs; 7 and 9 for the transient R30 and CM2.1 runs, respectively. These are
conservative estimates for the degrees of freedom. The corresponding critical F values for decreases and increases of variance ratio
(two-tailed test) at the 90% confidence level are 0.517 and 1.934 for the R30 results and 0.538 and 1.857 for CM2.1, respectively
(end-member shades). Units are (a), (c) °C2 and (b), (d) dimensionless.

1 NOVEMBER 2007 S T O U F F E R A N D W E T H E R A L D 5459

Fig 2 live 4/C



the relationship between changes of variance and sea
ice margins is no longer obvious.

Due to the small sample size, very few of the changes
seen in Fig. 2 are statistically significant at the 90%
level. However, regions that are statistically significant
at the 90% confidence level for the R30 model include
the following: southeast of Greenland, off the south-
eastern coast of Asia, and just north of Antarctica lo-
cated between 180° and 100°W. All three regions are
places where the retreat of sea ice and a corresponding
decrease of SAT variability occurred. In CM2.1 the sta-
tistically significant variance change regions include the
following: southwest of Greenland, the Bering Sea, off
the northwestern coast of Europe, and approximately
the same general area north of Antarctica as in the R30
model. Again, these regions correspond to areas where
sea ice retreated and SAT variability decreased.

Finally, there is an increase in SAT variability for
CM2.1 just north of the Antarctic continent centered
approximately at 0° longitude. This is explained by an
increase of sea ice in this region (see Fig. 1d). An in-
crease in sea ice extent is the opposite of what occurred
in most of the other ice margin regions. Therefore, the
converse argument to the sea ice margin retreat noted
above is also invoked here as the explanation of these
changes: an extension of the sea ice boundary results in
a local increase of SAT variability. This highlights the
importance of the changes in the underlying surface in
understanding the SAT variance changes.

Sea ice increases are also associated with small in-
creases in SAT variance in the Labrador and Norwe-
gian Seas and south of Greenland in the CM2.1 tran-
sient results. These regions are known to have a large
impact in various important climatic processes such as
the ocean’s thermohaline circulation. For example in
the Norwegian Sea, the deep ocean sinking was re-
duced by approximately 10%–30%, depending upon
location in these transient integrations (Delworth et al.
2006). In spite of the general warming, these regions are
cold enough in the transient integration to allow more
sea ice to form during late winter due to the reduction
in the oceanic convection (Stouffer et al. 2006a). The
sea ice helps insolate the atmosphere from the ocean,
resulting in a smaller effective heat capacity at the sur-
face. This leads to a small increase in the SAT variance.

The increase in CM2.1 SAT variance changes in the
Barents Sea is more complicated. Not all the ensemble
members show an increase in the SAT variance in this
region. The Barents Sea is rarely a site for deep-water
formation in the CM2.1 control integration, so that the
local surface heat flux anomalies are not well correlated
to the SAT anomalies (Fig. 3, black dots). The sea ice
present in the control, especially during the winter and

spring, insolates the atmosphere from the large heat
capacity of the ocean mixed layer. The surface SAT
anomalies are therefore the result of atmospheric pro-
cesses, and the variance can be similar to land areas as
discussed above.

In the CM2.1 transient integrations, the frequency of
deep-water formation increases in most of the en-
semble members. During periods of deep-water forma-
tion and due to the general warming in response to the
increasing GHGs, sea ice in the Barents Sea region is
greatly reduced and the SAT is higher and more closely
coupled to the SST and therefore to the ocean mixed
layer (Fig. 3, green dots). By the end of the transient
integrations, the SAT anomalies become highly corre-
lated to the surface heat fluxes anomalies (Fig. 3), sug-
gesting that the ocean is driving the SAT variability in
this region. This region’s response is therefore quite
different than what is seen in other places where the sea
ice disappears as the radiative forcing increases. In
those areas, the large heat capacity of the oceanic
mixed damps the SAT anomalies making the SAT vari-
ance smaller in the warmer world.

In the R30 integrations, the increases of SAT vari-
ance (and the associated frequency of oceanic convec-
tion) did not occur. The physical mechanism involved
in producing the CM2.1 variance changes seems sensi-
tive to model formulation and potentially the Barents
Sea simulation found in the control integration. In sum-
mary, it is unclear if the increased SAT over the Bar-

FIG. 3. Scatterplot of annually averaged SAT and net surface
heat flux (positive into the ocean) in the Barents Sea region for
the control integration (black dots, 100 yr) and one member of the
ensemble of transient integrations for the CM2.1 model (red dots
first 60 yr, green dots last 20 yr). The net surface heat flux is the
sum of short- and longwave radiative fluxes as well as sensible and
latent heat fluxes at the ocean surface in ice-free regions and the
flux through the ice in ice-covered regions. Units are in K for SAT
and W m�2 for the net surface heat flux.
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ents Sea and associated oceanic variability in CM2.1 is
realistic. It would be interesting to evaluate this re-
sponse in other AOGCMs.

One method to qualitatively demonstrate the viabil-
ity of the high-latitude SAT changes is to examine
the consistency of the general reduction of variance in
high northern latitudes among the ensemble members
(Fig. 4). This figure shows the trend computed over the
integrated 60°–90°N latitude from the variance time se-
ries [Eq. (A3) in the appendix] for each of the transient
integrations. Here it is seen that all 8 of the R30 inte-
grations (Fig. 4a) and all 10 CM2.1 integrations (Fig.
4b) exhibit a negative slope to some degree. This indi-
cates that the variance reduction in the high northern
latitudes is a typical feature in all 18 integrations.

The maximum increase of annual mean lower-
tropospheric and surface temperature is found in the
northern polar region with a secondary maximum lo-
cated in the upper troposphere in tropical latitudes
(Fig. 5a). The net result of the near-surface polar tem-
perature increase is to reduce the lower-tropospheric
meridional temperature gradient in the NH. Aloft, the
increase of upper-tropospheric temperature in the
Tropics and subtropics acts to increase the meridional
temperature gradient in both hemispheres. The surface
air temperature in the southern polar region has a small
increase, due to the large oceanic mixing present
around Antarctica, which inhibits the temperature re-
sponse over very long time periods (Manabe et al. 1991;
Stouffer 2004). The overall pattern of vertical tempera-

ture change has been noted in other earlier studies
(Manabe and Wetherald 1975, 1980; Cubasch et al.
2001).

There is a general decrease of variability in the lower
troposphere and at the surface in the northern and
southern polar regions of both the R30 and CM2.1
models (Figs. 5b,c, respectively). Note that there is a
maximum decrease that occurs at or near the surface in
both models in the latitude zones of 50°–75°N and 50°–
75°S, which is again an indicator that this decrease is
due to the thinning and disappearance of sea ice at its
boundary, which was mentioned above. The lower-
troposphere variance changes are consistent with the
results shown for the SAT (Figs. 1b,d and 2b,d) and,
again, the magnitude of the variance change is less for
the CM2.1 model than for R30 in the northern polar
regions. In the mid- and upper troposphere there are,
generally, small reductions in the variability for both
models with a general increase in the variability in
CM2.1 in the Tropics. In the distributions (Figs. 5b,c),
no region is statistically significant at the 90% confi-
dence level although the R30 changes of variability in
the northern polar region come close to this limit.

Similar changes in the vertical structure of the tem-
perature variance were noted in an earlier study by
Manabe and Wetherald (1980). In that study, the de-
crease in temperature variance (their Fig. 7b) was at-
tributed mainly to a decrease in the meridional tem-
perature gradient. However, the current analysis sug-
gests that retreat of the sea ice edge and sea ice thinning
are more important factors in reducing the temperature
variance in high latitudes.

The monthly mean SAT difference for both the R30
and CM2.1 models is a maximum in northern polar
latitudes during late fall and winter due to the sea ice
and mixed layer interactions (Manabe and Stouffer
1979) and in spring due to the reductions in snow cover
(Fig. 6a). The SAT change is a minimum during the
summer season over the Arctic because SAT is near
freezing due to surface melting during the summer sea-
son. The lower-latitude changes are smaller and have a
smaller seasonal variation. Again, this pattern of mean
state changes has been shown by previous authors (see
Manabe et al. 1991; Cubasch et al. 2001).

The corresponding seasonal analysis of variance
change indicates that the variance decreases in north-
ern polar latitudes during fall, winter, and spring and
increases during the summer season (Figs. 6b,c) for
both models. The major decreases of variance occur at
or near the sea ice edge, which changes latitudinal po-
sition throughout the year. The study by Raisanen
(2002) also noted a similar pattern in the reduction of

FIG. 4. Trend in the variance time series for each separate tran-
sient experiment as computed by linear least squares from Eq. (3)
and integrated over the zonal belt of 60°–90°N latitude. Results
are shown for (a) the R30 model taken over 225 model years and
(b) the CM2.1 model taken over 60 model years. The slope of
each line is given by the coefficient b2 [see Eq. (A3) in the ap-
pendix] for each case. Units are in °C2.
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temperature variance during the winter season in mid-
to higher latitudes.

There are two regions of statistical significance at the
90% level in high latitudes during late spring and also
during the early fall. For CM2.1 (Fig. 6c), only early fall,
high-latitude locations show statistically significant
variance changes. The CM2.1 late spring, high-latitude
variance changes are nearly statistically significant at
the 90% level. In the southern polar region, there are
no statistically significant variance changes, consistent
with the smaller response in this region.

In the NH summer, the SAT variance increases over
mid- to higher latitudes. This is especially true for

CM2.1. It is, therefore, worthwhile to briefly discuss the
seasonal geographical changes of SAT variance.

The mean seasonal SAT changes have been previ-
ously published (e.g., Manabe and Wetherald 1987;
Manabe et al. 1992; Cubasch et al. 2001), here we
focus on the SAT variance changes. The decrease in
wintertime SAT variability (Figs. 7a,c for the NH and
Figs. 7b,d for the SH) in regions where the sea ice mar-
gin retreated is again seen (see discussion above).

An additional feature present over the mid- and high
latitude NH continents for the June–August (JJA) plots
(Figs. 7b,d) is the increased SAT variance in these re-
gions. These increases suggest an increased frequency

FIG. 5. Latitude–height distributions of zonal mean, annually averaged (a) CM2.1 atmo-
spheric temperature difference in °C, (b) R30 variance ratio, and (c) CM2.1 variance ratio.
The variance ratios are computed by dividing the transient variance by the control variance.
The zonal averages are computed from the local variance values. End-member colors indicate
regions of statistical significance at the 90% confidence level. The time periods used are the
same as in Fig. 1.
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of warm or hot spells (heat waves) during the NH sum-
mer season. It is important to remember that the vari-
ance is computed about a warming mean climate (see
the appendix), so that the extremes are much warmer
than the extremes found in the control integration.
Over North America and Europe in the CM2.1 results
(Fig. 7d), there is a maximum of SAT variance increase.
To a lesser extent, SAT variance increases are evident
over most of North America for the R30 model as well
(Fig. 7b). An analysis of the corresponding mean SAT
differences (not shown) indicated that these midlati-
tude land regions of variance increase are places where
the mean SAT increase is largest.

Meehl and Tebaldi (2004) concluded that more in-
tense, frequent, and longer-lasting heat waves could oc-
cur in the latter half of the twenty-first century over the
United States and Europe due to global warming. The
results present here are consistent with their conclu-
sions. In addition, the regions of SAT mean and vari-
ance increase are also regions of maximum soil mois-
ture decrease, a topic that will be explored more fully in
a companion paper.

During December–February (DJF), the variance de-
creases in the Bering Sea found in both models are
statistically significant at the 90% level. Variance
changes southeast of Greenland for the R30 model and
off the northwestern coast of Europe for CM2.1 are
also significant at this confidence level. Again, these are
regions where the lower boundary of the atmosphere is
changing: sea ice–covered to open ocean (Figs. 1b,d).
For JJA, aside from many small regions in the Tropics
involving positive variance increases, statistical signifi-
cance is noted in CM2.1 for the eastern portion of the
U.S. and western Europe in the midlatitudes. The same
is not true for the R30 model where the mean changes
(and associated variance changes) are considerably
smaller.

Although the reduction of high-latitude variance has
been attributed to reductions in the seasonal bound-
aries of sea ice, it is possible that changes of wind vari-
ance (an indicator of storminess) can also contribute to
this reduction. To examine this possibility, we com-
puted the monthly changes in surface wind speed vari-
ance for both models. Since we did not archive the daily
wind changes in the R30 model, we decided to show the
changes of both the monthly mean surface wind speed
and its variance changes as a surrogate for the stormi-
ness changes for both models (Fig. 8).

There are generally small changes of surface mean
wind speed over most of the NH for the R30 model
(Fig. 8a). However, there are more significant changes
in the SH that mainly consist of a decrease centered at
40°S and an increase centered at 60°S. Additional
analysis indicates that this shift in the winds extends to
the top of the model atmosphere and is therefore at-
tributable to both a southward shift and an increase of
the wind maximum in the SH due to greenhouse warm-
ing. This feature was also found in an earlier study using
the R30 model (Kushner et al. 2001), in the Canadian
Climate Model (Fyfe et al. 1999), and in Cubasch et al.
(2001).

There is a reduction of wind variance in mid- to
higher latitudes during the NH winter followed by an
increase during early spring for the R30 model (Fig.
8b). However, this feature is absent in the CM2.1 vari-
ance changes (Fig. 8c). We found very little relationship

FIG. 6. Latitude–time distribution of zonally averaged SAT (a)
CM2.1 mean difference in °C, (b) R30 variance ratio, and (c)
CM2.1 variance ratio. The time periods used are the same as in
Fig. 1. Here the local mean and variance changes are zonally
averaged for each month. The variance ratios are computed by
dividing the transient variance by the control variance. End-
member colors indicate regions of statistical significance at the
90% confidence level.
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between the pattern of the changes of SAT and surface
wind variance. In addition, the percentage changes in
variance of wind variance are relatively small. This sug-
gests that the change in storminess and associated wind
variance is not the major factor in causing the large-
scale reduction of the SAT variance in high latitudes,
although we cannot rule out that storminess changes
are an important factor locally for some months. There-
fore, it appears likely that the reduction of the sea ice
margin/thickness is the major cause of the year-round
decrease in SAT variance in higher polar latitudes.

Mearns et al. (1995) found a similar pattern of sea-
sonal surface air temperature variance changes to that
shown above. In their study, the changes in daily and
diurnal temperature variance were analyzed. Here we
use monthly and annually averaged temperature data.
However, despite these differences, the temperature
variance changes presented here are very similar to
those reported in the Mearns et al. study.

4. Summary and conclusions

We investigated the changes in variability of tem-
perature for two different versions of the Geophysical
Fluid Dynamics Laboratory (GFDL) coupled models:
an older R30 model and the newer CM2.1 model in
response to the IS92a and SRES A1B scenarios, respec-
tively. An ensemble of 8 integrations using the R30
model results and 10 using the CM2.1 model results is
analyzed. As noted in the introduction, past studies of
variability changes in response to increases in GHG
have, for the most part, been focused on limited regions
or specific phenomena whereas the current investiga-
tion is more global in scope and is designed to estimate
possible changes in climate variability over extended
regions. We used a simple but an unambiguous method
for computing means and variance proposed by Vinni-
kov and Robock because it cleanly separates the mean
and trends of the mean from the variance and trend in
the variance in a consistent fashion. Monthly and an-

FIG. 7. Horizontal distribution of seasonally averaged SAT variance ratios: (a) DJF and (b) JJA for R30; (c) DJF and (d) JJA for
CM2.1. Here the variances are computed for each model ensemble member and averaged. The variance ratios are computed by dividing
the transient variance by the control variance. End-member colors indicate regions of statistical significance at the 90% confidence
level. Averaging periods are the same as in Fig. 1.
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nual mean temperature data are analyzed. The analysis
is focused on the changes in the variance during the
middle of the twenty-first century as compared to a
preindustrial control.

In general, it was found that the large-scale variance
change of lower-tropospheric temperature (including
surface air temperature) was reduced in mid- to higher
latitudes of the NH during the fall, winter, and spring,
due to reductions in the sea ice thickness and the sea ice
margin retreating poleward. These reductions in sea ice
cause the surface to behave more like open ocean
rather than a land surface, which, in turn, reduces the
surface temperature variability due to its greater heat

capacity. Smaller reductions of variance were noted
around the edge of the Antarctic continent, which are
also associated with sea ice retreat. Elsewhere, small
variance changes occurred that are not consistent from
one model to another or even among ensemble mem-
bers using the same model. Small increases in SAT vari-
ance in the NH occurred from the mid- to high latitudes
during the summer season. The combination of increas-
ing mean SAT and its variance over NH land areas
suggests the possibility of more frequent and longer-
lasting heat waves as the planet warms in response to
increase GHG in the atmosphere. The corresponding
hydrologic changes will be discussed in a companion
paper.

Although this study is conducted with two com-
pletely different versions of a climate model and 18
different transient integrations, we feel that the results
are still tentative at this point. The analysis shown here
is centered on the middle of this century. If we were
able to perform this analysis on longer integrations, it is
likely that the variance changes would have been larger
and more statistically significant. Also the statistical sig-
nificance is reduced, because we chose a conservative
estimate for the number of degrees of freedom. This
choice, along with the relatively small number of inte-
grations, leads to only a small number of areas being
statistically significant in this investigation.

Additional investigations need to be performed with
different coupled models to provide a more definitive
evaluation of variance change of climate caused by
GHG forcing. However, the high-latitude large-scale
patterns of variance change appear to be reasonably
consistent among the integrations presented here and
related to robust changes in the mean climate (i.e., the
sea ice edge retreat); this provides us with confidence in
the credibility of the signs of the computed variance
changes.
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FIG. 8. Latitude–time distribution of zonal mean surface wind
speed (a) CM2.1 difference in m s�1, (b) R30 variance ratio, and
(c) CM2.1 variance ratio. The variance ratios are computed by
dividing the transient variance by the control variance. End-
member colors indicate regions of statistical significance at the
90% confidence level. The time periods used are the same as in
Fig. 4.
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APPENDIX

Computation of Variance

The VR method proposed by Vinnikov and Robock
(2002) may be outlined as follows. Using the VR
scheme and terminology, let y(t), t � t1, t2, t3, . . . , tn be
a time series of annual averages of some climate vari-
able y and let t be the year number [in this example, y(t)
is the annually averaged precipitation rate]. Assuming
that the expected value, E[y(t)] may be defined by a
quadratic curve, we have

Y1�t� � E �y�t�� � a1 � b1t � c1t2. �A1�

The coefficients a1, b1, and c1 may be estimated by a
standard least squares technique (i.e., Press et al. 1989).
Once this is done, the perturbations about this qua-
dratic curve may be computed using Eq. (A2):

y��t� � y�t� � Y1�t� � y�t� � a1 � b1t � c1t2. �A2�

The variances are obtained as the anomalies about the
quadratic curve [y�(t)]2 for each point in the time series.
The trend in the variance time series is simply a fit with
a straight line of the form:

Y2�t� � a2 � b2t. �A3�

Again, the coefficients a2 and b2 are evaluated using a
least squares technique (Press et al. 1989). This latter
quantity, b2 or the slope of the line, together with y�(t)2

will form the basis for the analysis presented in this
paper. Therefore, b2 represents the trend of the vari-
ances.

The VR method has the desirable features that 1) it
takes into account the fact that the mean state is chang-

ing throughout the transient experiments and 2) it pro-
vides a unique, unambiguous time series of variances
once the order of the polynomial to remove the mean is
determined. A schematic of this method of analysis is
shown in Figs. A1a,b. Fig. A1a shows the original time
series with the quadratic mean curve fitted to the data
from which the anomalies [y�(t)] are computed. Figure.
A1b shows the resulting time series of variances com-
puted from the information in Fig. A1a along with the
linear curve fitted to the variance time series.

As noted above, the only unknown parameter in the
VR method is the degree of the polynomial used to
remove the trend. K. Y. Vinnikov (2004, personal com-
munication) has indicated that, for most variables over
the historical record, only a second-order (or quadratic)
polynomial is necessary to estimate the changes in the
mean state. To test this conclusion, we recalculated sev-
eral of the fields shown in this paper using a third-order
polynomial. It was found that the variance changes
were almost identical to the ones obtained from using
the second-order polynomial. Based upon this analysis,
we decided to use the VR method with a second-order
polynomial in the results presented throughout this
paper.
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