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ABSTRACT

Ocean models in box geometry forced by constant surface fluxes of density have been found to spontaneously
generate interdecadal oscillations of the thermohaline circulation. This paper analyzes the sensitivity of these
oscillations to various physical effects, including the presence of mesoscale turbulence, various thermal surface
boundary conditions, and the presence of wind forcing or bottom topography. The role of unstable long baroclinic
waves is also reexamined in an attempt to understand the oscillation period.

In idealized geometry, it is found that the low-frequency variability of the thermohaline circulation under
quasi-constant surface fluxes is a robust feature of the large-scale circulation. It is not strongly affected by
energetic mesoscale turbulence; the oscillation period is relatively invariant with respect to varying resolution
and momentum and tracer horizontal mixing coefficients, although it loses some regularity as shorter and longer
periods of variability emerge when the mesoscale activity increases in strength with smaller mixing coefficients.
The oscillations are also retained as the ocean model is coupled to an interactive atmospheric energy balance
model; the thermohaline modes are robust to a range of exchange coefficients that widens with the amplitude
of the mean circulation. The presence of an additional wind-forced component generally weakens the oscillation,
and depending on the relative strength of thermodynamic and dynamic forcings, the oscillation may be completely
killed. A simple interpretation is given, highlighting the role of upward Ekman pumping in damping density
anomalies. Finaly, the interaction of these baroclinic modes with bottom topography depends strongly on the
relative directions of the mean topographic features and the mean currents and baroclinic waves, but usually
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On the Robustness of the Interdecadal Modes of the Ther mohaline Circulation

results in a damping influence.

1. Introduction

Natural variability of the climate system is undoubt-
edly responsiblefor part of the long-term climate chang-
es that have been observed during the last decades, for
instance in the North Atlantic. Analysis of the obser-
vations of the last century sea surface and atmospheric
data in the North Atlantic have shown interdecadal os-
cillations (Bjerknes 1964; Kushnir 1994), confirmed by
reconstructed time series on multiple centuries (Mann
et al. 1998; Delworth and Mann 2000). Numerical cou-
pled models have succeeded in producing interdecadal
modes of variability in the North Atlantic. Delworth et
al. (1993) described a 50-yr oscillation in the Geo-
physical Fluid Dynamics Laboratory (GFDL) coupled
model related to changes in the thermohaline circulation
through advection of density anomalies in the convec-
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tion regions, Timmermann et al. (1998) discussed os-
cillations of about 35 yr in the Max Planck Institute
coupled model actively involving the North Atlantic
Oscillation. Ocean models spontaneously generate
somewhat similar oscillations under constant heat and
freshwater forcing (Greatbatch and Zhang 1995); infact,
the heat flux is sufficient to drive the variability, while
the active salinity reduces the amplitude of the oscil-
lations. It appears also in observations that temperature
anomaliesin the North Atlantic are often associated with
salinity anomalies of the same sign, but the temperature
influence on density prevails (e.g., McCartney et al.
1996). Nevertheless, Delworth and Greatbatch (2000)
recently found that the interdecadal mode in the GFDL
coupled model is not sustained in the ‘‘ocean only”
model forced with the seasonally varying ** climatol og-
ical” surface fluxes, but reappears with somewhat re-
duced amplitude when random time series of the cou-
pled simulation heat fluxes are used, in agreement with
the interpretation of these oscillations as a damped ther-
mohaline oscillator excited by stochastic atmospheric
forcing (Griffies and Tziperman 1995).
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Ultimately, the thermohaline oscillation seems to
arise because of a delay between the transport of heat
by the mean meridional circulation and the meridional
temperature gradient, but the problem is in the details
in understanding what produces the period, amplitude,
and energy source of these oscillations. That is to say,
the mechanism of the oscillation is, unfortunately, not
completely understood, and thusits sensitivity to poorly
determined physical parameters in the ocean (e.g., the
vertical and horizontal mixing coefficient) is not well
known. For example, a number of recent studies have
noted the sensitivity of this interdecadal mode of the
thermohaline circulation to various subgridscal e param-
eters (Huck et al. 19993, HCW hereafter), to bottom
topography (Winton 1996; Greatbatch et al. 1997) and
to forcing (Chen and Ghil 1996), but without suggesting
any particular mechanism or reason for the sensitivity.

Regarding the mechanisms of the oscillator, Winton
(1996) and Greatbatch and Peterson (1996) had sug-
gested that frictional boundary waves (the analog of
Kelvin waves in planetary geostrophic ocean models)
might provide the right timescal es when they are slowed
down in very weakly stratified regions (like convection
regions along the poleward boundary). However, HCW
found that the propagation of such waves was not, in
fact, necessary to sustain the oscillations. Baroclinic
Rosshy waves based on the B effect had also seemed a
most likely candidate to produce interdecadal time-
scales, until Winton (1996) was able to reproduce os-
cillations of the same character on f planes. HCW and
Colin de Verdiere and Huck (1999, CVH hereafter) sug-
gested that more general “‘potential vorticity waves,”
analogous to Rossby waves but relying on the mean
stratification rather than the B effect, might be the ** ad-
justment waves’ whose propagation across the basin
sets up the regular oscillations period. CVH also sug-
gested that long-wave baroclinic instability of the west-
ern boundary current (where it separates from the coast)
is the ““wavemaker” (i.e., the energy source) for inter-
decadal oscillations. The typical growth rate they cal-
culated from linear stability analysis of the vertical pro-
files of velocities and densities in the most unstable
regions, as well as diagnostics from the variance terms
in the models, were rather small, of the order of one
cycle per year. This value seemed to agree well with
the critical damping terms—the horizontal diffusion of
tracer and coupling with the atmosphere, of the order
of 2500 m2s~tand 22 W m~—2 K1, respectively (HCW).
The similarity of these values to the ones commonly
used in ocean models may justify the different results
found in the literature about models oscillating or not.

The effects of surface boundary conditions on such
oscillations was examined by HCW, Fanning and Weav-
er (1996), and Chen and Ghil (1995). HCW found that
the oscillations were quite sensitive to the Haney-like
exchange coefficient of sensible heat between ocean and
fixed atmosphere within restoring boundary conditions:
if thisvalue went above about 22 W m~-2 K~ oscillations
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were no longer produced. Chen and Ghil (1996) sub-
sequently reproduced similar decadal oscillations when
they coupled their ocean model to avery simple energy
balance atmosphere model, also finding a sensitivity to
the analogous heat-exchange coefficient. It remains un-
clear, however, whether the oscillations will persist with
amore complex atmospheric model. Along similar lines,
oscillations of the thermohaline circulation appear sen-
sitive to the vertical mixing. For example, HCW found
oscillations only if the vertical mixing was larger than
about 0.2 X 104 m?s~*, which is close to many current
estimates at least in the open ocean away from topog-
raphy (e.g., Ledwell et al. 1993)—but because of ide-
alized configuration and surface boundary conditions
their thermohaline circulation was extremely weak with
reduced mixing.

Regarding the lower boundary conditions, Winton
(1997) and Greatbatch et al. (1997) stressed the damping
influence of variable bottom topography on these bar-
oclinic modes. The recent understanding of the driving
mechanism for the oscillations as well as the suggested
setting of the period by potential vorticity waves on the
mean circulation and stratification (instead of the pre-
viously supposed viscous boundary ‘‘Kelvin” waves)
might restrict the expected influence of the bottom to-
pography around some critical damping parameters, and
too few experiments have been done so far to establish
with no doubt the nonexistence of these interdecadal
modes within variable bottom topography.

Finally, the sensitivity of the oscillations to changing
model resolution, and in particular the presence of me-
soscale eddies, has not been extensively studied, save
for some weakly turbulent eddy-permitting simulations
by Fanning and Weaver (1998) still showing sensitivity
to subgridscale parameterizations.

Thus, although there have been quite a large number
of studies, the results have been equivocal as what de-
termines the amplitude and temporal scale of the os-
cillations, and what parameters they are most sensitive
too. The problem in interpreting all of the variousresults
arisesin part because many different models and bound-
ary conditions have been used, making direct compar-
isons al but impossible. The purpose of this paper is
to investigate the above issues in a systematic, step-by-
step way, and the paper itself isorganized similarly. The
basic oscillation mechanism is reviewed in section 2.
We follow this by a sequential analysis of the sensitivity
of the interdecadal modes of the thermohaline circula-
tion to mesoscale turbulence (section 3), coupling with
asimplified atmosphere (section 4), the interaction with
the wind forcing (section 5) and bottom topography
(section 6). Section 7 concludes our analysis.

2. The basic mechanism

The simplest configuration of a three-dimensional,
dynamical, ocean model that sustains interdecadal os-
cillations is a midlatitude flat-bottom basin forced by
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constant zonally uniform surface fluxes of density,
through either freshwater (Huang and Chou 1994) or
heat (Greatbatch and Zhang 1995). This section de-
scribes the generic configuration we use throughout the
paper, the basic oscillation and its mechanism, and a
scale analysis for the oscillation period.

a. A simple configuration

To illustrate the basic mechanism, we use a planetary
geostrophic model with Laplacian viscosity in Cartesian
geometry (see Huck et al. 1999b, HWC hereafter). The
model is configured in flat-bottomed B-plane basin cen-
tered at 40°N and extending from 20° to 60°N, 60° wide,
4500 m deep. Density is dependent only on temperature,
through a linear equation of state: p = pyo(1 — aT), «
= 2 X 104 K. The surface forcing consists of fixed
zonally uniform heat fluxes varying linearly with lati-
tude from 45 W m-2 at 20°N to —45 W m~2 at 60°N
and zero wind stress. The horizontal resolution is 160
km (experiment referenced as “*L 160" hereafter), while
thevertical discretization has 15 levels, varying in thick-
ness from 50 m at the surface to 550 m at depth. Sub-
gridscale parameterizations are implemented as simply
as possible, using spatially uniform mixing coefficients.
Relatively intense vertical mixing of heat (10-* m2 s-1)
is necessary to drive a meridional overturning cell of
reasonable amplitude O(10 Sv). Horizontal mixing of
heat (700 m2? s!) is in the range of estimates from
Lagrangian float dispersion, whereas horizontal mixing
of momentum (10° m? s~1) ensures the resol ution of the
Munk western boundary layer within the actual grid-
spacing.

The mean circulation is then an anticyclonic sub-
tropical gyre in the upper layers, with deep water for-
mation in the northeast corner feeding the opposite cir-
culation at depth (such that the barotropic flow cancels
in the absence of wind forcing, bottom topography, and
bottom drag). In spite of the constant forcing, the model
does not settle in a steady state but rather goes on per-
petual oscillations of period 25.5 yr.

b. Description of the oscillation

It is likely that the oscillations described by Great-
batch and Zhang (1995), Chen and Ghil (1995, 1996),
Winton (1996), Greatbatch and Peterson (1996), HCW,
and possibly others, all have the same underlying phys-
ical mechanism. Let us first recapture the oscillation in
avery simple setting, with a view to understanding the
basic features of the mechanism. To synthesize the broad
oscillation picture, an empirical orthogonal function
(EOF) analysis, or principal component analysis, is per-
formed on the four-dimensional (space-time) tempera-
ture field for the previously described experiment,
through 51 annual snapshots over two oscillation pe-
riods (2 X 25.5 yr). Two eigenvalues of the covariance
matrix capture most of the variance, respectively, 53%
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and 36%. Their time series (Fig. 1) and horizontal struc-
turein the upper 50 m (Fig. 2) show acomplex evolution
of the anomalies along the major current pathways and
along the northern boundary. The anomalous velocities
in the upper layers are in good geostrophic balance with
the surface temperature anomalies due to the weakness
of the anomalies at depth.

The same analysis is performed for the meridional
overturning streamfunctions: asingle EOF now explains
most of the variance (88%) and is concentrated in the
most poleward 5° of latitude, such that it induces a
strong reversed thermohaline cell when its amplitudeis
negative. The oscillation is strongly linked to these
changes in the meridional overturning and western
boundary current (WBC) transport.

In order to draw a heuristic picture of the oscillation,
let us start at year 4 when the temperature anomaly field
is more or less the negative of EOF 2 itself (see Fig.
1a): a large positive anomaly is centered at 35°N, 9°E
(on the east side of the WBC) and extends northwest-
ward then eastward with larger amplitude along the
mean current path. Note the negative anomaly along the
northern boundary centered at 33°E. The overturning is
close to its time average value, but with negative tem-
perature anomalies having filled the northern regions
for the previous decade, it isincreasing. Thetemperature
anomaly field subsequently evolvesinto an EOF 1 struc-
ture (yr 12), associated with maximum overturning,
WBC transport and poleward heat transport, and with
a much-reduced meridional density gradient. The neg-
ative anomaly along the northern boundary has been
propagating westward by 13°, while a positive anomaly
now occupies the eastern half of the northern boundary.
The meridional density gradient being now reduced, the
still increasing overturning is clearly unstable, and a
breakdown occurswithin afew years, restoring the over-
turning and poleward heat transport to a minimum. Si-
multaneously, the negative temperature anomaly along
the northern boundary has reached the western bound-
ary (and maybe helped reversing the WBC anomalous
transport). The temperature field evolves rapidly into
EOF 2 structure (yr 17) because of the sharp reduction
in northward transport of heat. The positive anomaly
along the northern boundary has started its westward
propagation. Toward yr 22 (the opposite phase of EOF
1), the southern half of the basin is warming while the
northern half is cooling. The meridional density gradient
is building up along with the meridional overturning. A
negative temperature anomaly now fills the eastern half
of the northern boundary while the positive anomaly
propagates westward. As the meridional cell and pole-
ward heat transport intensify, the western boundary cur-
rent path starts warming up and splits the large EOF 1
temperature lobe into the northern boundary anomaly
and aresidual stationary cyclonic lobe centered at 47°N,
23°E.

Essential to the oscillatory behavior is the time lag
between meridional density gradient anomalies and
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FiG. 1. Time evolution of various diagnostics in a coarse resolution experiment (L160): (a) mean
surface temperature (upper 50 m, thick) and first two EOFs (thin: EOF 1 solid, EOF 2 dashed) time
series; (b) total kinetic energy; (c) meridional overturning maximum (thick), minimum (dashed, as
its opposite), and first EOF (thin) time series; (d) maximum advective poleward heat transport.

overturning response through baroclinic planetary
waves propagation on decadal timescales (Greatbatch
and Peterson 1996; HCW; Colin de Verdiere and Huck
2000).

It is not clear whether the propagation of temperature
anomalies westward along the northern boundary is es-
sential to the oscillation, but it is the only sign of bar-
oclinic adjustment we could find under zonally uniform
surface fluxes. Such a propagation is not observed in
the oscillations under constant fluxes diagnosed from a
restoring run, asdescribed in HCW, where the variability
is restricted to the northwest corner (where the surface
fluxes are intensified). In both cases, variations of tem-
perature along the northern boundary are considerably
smaller than variations in the ocean interior due to

changesin the overturning circulation. Although bound-
ary waves and baroclinic waves do undoubtedly realize
the baroclinic adjustment, their thermal signature and
pathway are hardly identified in the simulations; the
modifications of the circulation and thus temperature
they cause totally conceal their propagation. This prop-
agation has been interpreted in terms of viscous bound-
ary waves (Winton 1996; Greatbatch and Peterson
1996), but we propose an alternative interpretation be-
low.

¢. The baroclinic instability mechanism

From the EOF analysis, as well as from Hovmoller
diagrams of temperature along the northern boundary
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FiG. 2. Evolution of the upper 50-m temperature in a coarse resolution experiment (L160): (&)
time average, (b) first, and (c) second EOF, whose time series are shown in Fig. 1. A composite
analysis, differentiating the surface temperature at times with high vs low kinetic energy, shows
a structure very similar to the opposite of EOF 2, with amplitude of up to 4° and —2°C.

as a function of time (not shown), we can estimate ac-
curately the propagation speed as well as the vertical
structure of the anomalies. Negative (positive) temper-
ature anomalies take 12 (16) yr to cross the basin from
east to west (5120 km) giving an average speed of 1.2
cm s, The fronts of the anomalies have a baroclinic
temperature anomaly structure while the core of the
anomalies extends much deeper with no sign reversal
at depth. Figure 3 shows vertical profiles of the EOFs
in the core of the main lobes and along the northern
boundary. The former have a baroclinic structure while
the latter are of one sign on the vertical with a deeper

extent of the surface intensified amplitude. As we shall
see, the former (latter) resemble the second (first) bar-
oclinic modes.

To address the vertical structure, propagation and in-
stability of the waves on the mean stratification and
circulation, local linear stability calculations are per-
formed in the quasigeostrophic (QG hereafter) approx-
imation, following Beckmann (1988). In a second stage,
we aso include the mean meridional velocities (Ped-
losky 1979) with little changes in the maximum growth
rate. In both cases, the actual viscosity of the three-
dimensional model is used for the dissipation, which
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Fic. 3. Vertical structure of the temperature EOFs for the coarse-
resolution simulation (L160): EOF 1 main lobe centered at 51°N,
25°E (solid) and northern lobe centered at 59°N, 20°E (dashed). EOF
2 northwest lobe centered at 55°N, 7°E (dash-dotted) and northern
lobe centered at 59°N, 32°E (dotted).

strongly shifts the most unstable wave to lower wave-
numbers along with reducing the maximum growth rate.

We first apply the computation to the vertical profiles
of the time-averaged density and velocity for each hor-
izontal grid point of the model, and keep the larger
growth rate over wavenumber and wave direction (Fig.
4). Thisdraws attention to three regions with local max-
imum of the growth rate: the northeastern region (45°N
< 6 < 50°N, 53°E < ¢ < 60°E) with the largest growth
rate overall reaching 8 yr—1, the northern boundary re-
gion with growth rate reaching 4 yr—*, and aregion east
of the western boundary current (43°N < 6 < 49°N,
13°E < ¢ < 20°E) hardly reaching 3 yr—*. Similar
calculations performed for snapshots taken every year
during one oscillation period do not show significant
variations in time, except for the location of the max-
imum values along the northern boundary. Baroclinic
instability actually existsin the long-wave limit of these
QG calculations, as previously shown by Colin de Ver-
diére (1986) in the planetary geostrophic approximation.

Finally, the density and velocity profiles are averaged
zonally and over the northern 640 km (as suggested by
the meridional extent of the boundary waves) as well
asintime, and theinstability calculations are performed
(Fig. 5). The most unstable wave has a growth rate of
the order of 0.5 yr=* and a wavelength of 250 km for
the model viscosity (note the large influence of this
process on the growth rate and most unstable wave-
number). Itsvertical structure (shownin Fig. 5b) ismore
surface intensified than the stratification modes, and
may be compared to the EOF vertical structure (note
that the EOF structure is for temperature while the bar-
oclinic eigenmode calculationsis for the streamfunction
or horizontal velocities). Finaly, its westward group
velocity is of the order of 2.8 cm s %, and does not
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Fic. 4. Maximum growth rate of baroclinic instability (yr—*) at
each horizontal location for the time-averaged vertical profiles of
density and velocities of the coarse-resolution model (L160) with a
viscosity of 10° m? s~*. The arrows are the time-averaged model
velocities in the upper 250 m, the scale is 2 cm st per degree of
latitude or longitude.

depend on the B effect but solely on the meridional slope
of the isopycnals providing the mean eastward current
shear, as measured by (U, f2/N?),.

In conclusion, these unstable baroclinic waves prop-
agating westward and growing on the mean stratification
and circulation of the northern region of the domain
provide a plausible explanation for the variability: their
positive growth rate might explain the sustainability of
the oscillations against dissipation (horizontal diffusion
mainly) whereas their propagation along the northern
boundary might set the oscillation period. Although the
actual westward velocity of the temperature anomalies
is twice as small as the most unstable wave's speed,
processes like heat diffusion and convection (as well as
nonlinearities) are not considered in the QG calculation,
and their influence on the thermohaline circulation is
not yet clear. In contrast, CVH pointed out theinstability
of the western boundary current region as responsible
for the variability when the surface fluxes were inten-
sified in the northwest region.

d. The oscillation period

Although it is most likely that baroclinic instability
is the source of energy for the oscillation, it might not
determine its period; linear stability calculations suggest
that the periods associated with the most unstable waves
are too short—of order (1 month)—to be a direct cause.
We thus build on the hypothesis that the oscillation pe-
riod that emerges is a near-resonant or global mode of
the basin, in terms of potential vorticity (PV) waves on
the mean stratification and circulation. A dimensional
analysis may then prove a useful way to gain infor-
mation about this.
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The choice of the PV waves results from a simple
elimination process: as mentioned previously, neither
the B effect (Winton 1996) nor frictional boundary
waves are necessary for the oscillationsto exist (HCW).
Furthermore, these numerical boundary waves' velocity
depends on the horizontal resolution (Killworth 1985)
to which the oscillation period was shown to be rather
insensitive (HCW). We can test that such generalized
PV waves are responsible for setting the period by de-
riving, from simple scaling rel ationships, how the period
depends on certain parameters and then do numerical
experiments to test this. The exact propagation velocity
of the PV waves on the mean stratification and circu-
lation isintractable analytically because of thevariations
of both the stratification and the circulation with latitude
and depth. Still, through a scaling analysis, we may try
to identify which mechanism controls the propagation
of the waves: a generic group velocity (first simply
through the B effect) or the advection by the mean cir-
culation (through the meridiona variation of the strat-
ification).

For both mechanisms, we derive a scaling law for the
period as a function of the parameters of the model. The
thermal wind and tracer balance equations give the re-
spective scalings

fU/D ~ biL, and )
Ub/L, ~ BI/D, @)

where D is the mean thermocline depth (or thickness),
b = gAp/p, is the buoyancy contrast related to the me-
ridional density contrast Ap, U is the eastward geo-
strophic velocity in the thermocline, B = gaQ/(p,Cs)
is the (given) surface buoyancy flux O(2 X 10-8 m?2
s-3) derived from the maximum surface heat input Q,
f the Coriolis parameter O(10-“s*), and L, and L, are
the longitudinal and latitudinal extent of the basin O(6
X 108 m). It is assumed here that the thermocline depth
slopes uniformly from 2D at 20°N to vanish at 60°N,
while the meridional density contrast projects on the
vertical density contrast through deep water ventilation
as well as on the zonal density constrast through tracer
balance and continuity.

In the absence of wind forcing, these may then be
used to derive

L B 12
U= (L) = O(L4 cm s ). (3)
L,f
Then a period based on an advective mechanism
scales as
L L,L,f\"
Tgeostrophic = UX = ( XBY ) 1 (4)

which is of the order of 13 yr for our standard param-
eters.

To evaluate the generic group velocity of the Rossby
waves based on the B effect, we evaluate first the in-

HUCK ET AL.

947

ternal Rossby radius of deformation R, = NH/f with H
= D and N2 = b/D:

bD)v2 Yuz XYJJ4
(] () o

Then the group velocity for the Rosshy waves scales as

Rd:

BL,L
c, = ori = (2

where the meridional derivative of the Coriolis param-

eter is B = 1.6 X 107t m~* s, The associated travel
time across the basin is then

B LX_<LXf3

) = O(1.7cmst), (6)

T — =X
sy C L,BpB?

9

This plainly applies only on the planetary scale with a
meridional potential vorticity gradient given by af/ay,
and not for an f plane. In the presence of meridionally
sloping isopycnals due to the thermodynamic forcing,
the topographic B parameter based on the slope s of the
thermocline scales as fs/D = f/L,, such that the to-
pographic Rossby waves period is similar to the geo-
strophic scaling.

Both the advective and Rossby wave mechanisms
provide similar estimation of the oscillation period in a
typical parameter regime, close to the actual oscillation
period in the model (25 yr). In order to identify the most
satisfying mechanism, we need to go one step further
and compare the parameter dependence of each estimate
with the model. We analyze a series of numerical ex-
periments from HCW over a broad parameter regimein
terms of the power dependence of the oscillation period
on the Coriolis parameter, the zonal and meridional ex-
tent of the basin, the buoyancy forcing, and 8 (see Fig.
6 and Table 1). Several planetary geostrophic models
that differ in their parameterization for friction and lat-
eral dynamic boundary conditions are used: PGL for
Laplacian and no-slip, PGO for no friction and no-slip,
PGRO for linear Rayleigh friction (e = 4.4 X 10-5s7%)
and no-slip, PGRW for linear friction with a vorticity
closure for alongshore transport along lateral boundaries
(see HWC for details). Good agreement between the
model results and the scaling appears for Ly, and B,
which have the same exponent in both (4) and (7). The
scaling we derived from the geostrophic velocities (4)
(or the Rosshby waves based on a ‘‘topographic’ g3 ef-
fect) isin better agreement with the models for the other
parameters f, L,, and B. This is to be expected from
the calculation of the baroclinic wave velocity in the
previous section, asthis depends principally onthe mean
stratification and not on the planetary S.

In conclusion, the oscillation period scales nicely with
thetime it takes for a planetary wave based on the mean
PV gradient (independently of the B effect) to crossthe
basin—this also corresponds to the zonal extent of the
basin divided by the geostrophic velocity scale.

) = 0(14 yr). (7
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PGL: period < B~%5° (-0.986)
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