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As a second step of the international program of Intercomparison of Radiation Codes Used in 
Climate Models (ICRCCM), an intercomparison of shortwave radiation models was initiated. Among 
the 26 codes that participated in the comparison were very detailed (line-by-line), narrow-band 
(high-spectral resolution), as well as highly parameterized (low-spectral resolution) models. A 
considerable spread was detected in the response of these models to a set of well-defined atmospheric 
profiles. Substantial discrepancies exist among models even for the simplest case of pure water vapor 
absorption with standard deviation ranging from 1% to 3% for the downward fluxes at the surface and 
from 6% to 11% for the total atmospheric absorption. The divergences in downward surface flux 
increase to nearly 4% when all absorbers and the molecular scattering are considered. In cloudy 
conditions the divergences range from 4% to 10%, depending on the cloud optical thickness. Another 
major uncertainty that has been identified is the spectral averaging of the scattering properties which 
can result in very significant errors for low spectral resolution codes. Since these errors appear to be 
systematic, they may induce unrealistic feedback mechanisms in numerical climate models. The 
amplitude of the differences between models is in many cases larger than the accuracy required for the 
achievements of several objectives of the World Climate Research Program. While reference solutions 
for the absorption and scattering in atmospheres can be obtained based on the state-of-the-art 
spectroscopic knowledge and rigorous computational techniques, the absolute tests of the validity of 
the radiation algorithms would be comprehensive field experiments in which the radiative and all 
relevant atmospheric parameters are measured to a high degree of accuracy. 

1. INTRODUCTION 

Radiation is a primary process governing the general 
circulation of the atmosphere and is the basic means through 
which significant changes in the climate may occur. As such, 
its treatment in climate models requires careful attention. 
Instead, the idea that radiation is a science with a very 
well-established physical basis is widespread in the climate 
community. As a consequence, relatively little attention has 
been paid until recently to a careful calibration of the various 
hypotheses, simplifications, or parameterizations on which 
the radiation codes in climate models are based. It is widely 
believed that solar radiation is even better understood than 

the longwave. Indeed, whereas one can find a variety of 
papers dealing with the calculation of infrared radiative 
fluxes and cooling rates, from Elsasset [1942] to Harshvard- 
hah et al. [1987], the literature is, by comparison, deficient 
on the subject of transfer of shortwave radiation. When 
describing their radiative convective model, Manabe and 
Strickler [1964] specifically considered the transfer of solar 
radiation and the influence of clouds. Since then, Lacis and 
Hansen [1974], Geleyn and Hollingsworth [1979], Fouquart 
and Bonnel [1980], Hense et al. [1982], and Zdunkowski et 
al. [1982] have presented other global circulation model 
(GCM) oriented shortwave codes. Stephens [1984] reviewed 
the various techniques or parameterizations used in these 
schemes and compared the results for water vapor absorp- 
tion from different techniques. 

The importance of and the precision required in the 
radiative fluxes for climate studies need hardly be empha- 
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sized: a mere 1% decrease in solar constant (--•14 W/m 2) can 
yield Ice Age conditions on Earth; a doubling of CO2, which 
implies a radiative forcing of only 4 W/m 2, may affect the 
climate substantially, while a change of 10 W/m 2 over a year 
can be the difference between various climate modes in the 

coupled ocean-atmosphere system. It is apparent that a 
radiative inaccuracy of even a few W/m 2 can seriously 
compromise the evaluation of the diabatic forcing (fluxes and 
heating rates) of the surface-atmosphere system. 

Until recently, no attempt has been made to evaluate the 
accuracy of the various shortwave radiation codes through a 
systematic comparison of their results based on a common 
set of references. Such a comparison was the objective of the 
Intercomparison of Radiation Codes Used in Climate Mod- 
els (ICRCCM) study, which was established in 1983 under 
the auspices of the Joint Scientific Committee for the World 
Climate Research Program, the U.S. Department of Energy, 
and the International Radiation Commission of the Interna- 

tional Association of Meteorology and Atmospheric Physics 
(IAMAP). It was also expected that this exercise would 
generate benchmark or reference solutions for the radiative 
transfer in model atmospheres. The first stage of the 
ICRCCM activity focused on clear-sky longwave calcula- 
tions. The second step considered shortwave intercompari- 
sons in both clear and cloudy conditions. The purpose of this 
paper is to report on these latter intercomparisons.. 

A total of 57 test cases (see Table 1) were selected and 
distributed among the community. A majority of the cases 
are for clear-sky conditions (i.e., no clouds). The test cases 
considered included clear-sky and overcast atmospheres. It 
was decided at the outset that intercomparisons between the 
various models for clear skies had to be analyzed and placed 
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TABLE 1. Summary of the 57 Solar Cases Selected for the Shortwave Computations 

Purely Absorbing Cases: Surface Albedo 0.2 

Case Gases Atmosphere Zenith Angle, deg 

1 H20 only mid-latitude summer 30 
2 H20 only mid-latitude summer 75 
3 H20 only tropical 30 
4 H20 only tropical 75 
5 H20 only sub-Arctic winter 30 
6 H20 only sub-Arctic winter 75 
7 H20, 02, CO2 300 ppmv mid-latitude summer 30 
8 H20, 02, CO2 600 ppmv mid-latitude summer 30 
9 H20, 02, CO2 300 ppmv mid-latitude summer 75 

10 H20, 02, CO2 600 ppmv mid-latitude summer 75 
11 H20, 02, CO2 300 ppmv tropical 30 
12 H20, 02, CO2 600 ppmv tropical 30 
13 H20, 02, CO2 300 ppmv tropical 75 
14 H20, 02, CO2 600 ppmv tropical 75 
15 H20, 02, CO2 300 ppmv sub-Arctic winter 30 
16 H20, 02, CO2 600 ppmv sub-Arctic winter 30 
17 H20, 02, CO2 300 ppmv sub-Arctic winter 75 
18 H20, 02, CO2.600 ppmv sub-Arctic winter 75 
19 H20, 02, 03, CO2 300 ppmv mid-latitude summer 30 
20 H20, 02, 03, CO2 600 ppmv mid-latitude summer 30 
21 H20, 02, 03, CO2 300 ppmv mid-latitude summer 75 
22 H20, 02, 03, CO2 600 ppmv mid-latitude summer 75 
23 H20, 02, 03, CO2 300 ppmv tropical 30 
24 H20, 02, 03, CO2 600 ppmv tropical 30 
25 H20, 02, 03, CO2 300 ppmv tropical 75 
26 H20, 02, 03, CO2 600 ppmv tropical 75 
27 H20, 02, 03, CO2 300 ppmv sub-Arctic winter 30 
28 H20, 02, 03, CO2 600 ppmv sub-Arctic winter 30 
29 H20, 02, 03, CO2 300 ppmv sub-Arctic winter 75 
30 H20, 02, 03, CO2 600 ppmv sub-Arctic winter 75 

Calculations With Scattering and Absorption: All Gases, CO 2 300 ppmv 

Case Surface Albedo Atmosphere Zenith Angle, deg 

31 0.2 mid-latitude summer 30 
32 0.8 mid-latitude summer 30 
33 0.2 mid-latitude summer 75 
34 0.8 mid-latitude summer 75 

35 0.2 tropical 30 
36 0.8 tropical 30 
37 0.2 tropical 75 
38 0.8 tropical 75 
39 0.2 sub-Arctic winter 30 
40 0.8 sub-Arctic winter 30 
41 0.2 sub-Arctic winter 75 
42 0.8 sub-Arctic winter 75 

Calculations With Clouds: All Gases, CO2 300 ppmv, Mid-Latitude Summer, Surface Albedo 0.2, 
Solar Zenith Angle 30 ø 

Case Cloud Type Top Height LWP, g/m 2 

43 CS 13 10 

44 (cancelled) 
45 CS 2 10 
46 CL 13 10 
47 CL 13 200 
48 CL 2 10 
49 CL 2 200 

Aerosol Scattering and Absorption: Mid-Latitude Summer, All Gases, CO2 300 ppmv 

Case Aerosol Profile Surface Albedo Zenith Angle, deg 

50 Maritime I 0.2 30 
51 Maritime I 0.8 30 
'•2 Maritime I 0.2 75 
.73 Maritime I 0.8 75 
54 Maritime II 0.2 30 
55 Maritime II 0.8 30 
56 Maritime II 0.2 75 
57 Maritime II 0.8 75 
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TABLE 2. Participants in the ICRCCM Shortwave Study 

Accessible Model 

Participant Climate Model Type Affiliation 

B. Briegleb NCAR, CCM LR 
M.-D. Chou LBL, LR 
J. Fisher, H. Grassl HR 
Y. Fouquart, B. Bonnel LMD, ECMWF HR, LR 
S. Ghan LLNL LR 
Harshvardhan GLA LR 
I. Karol 
A. Lacis GISS HR 

R. T. Pinker, I. Laszlo LR 
V. Ramaswamy GFDL LBL 
L. Remer UCLA LR 

L. Rikus BMRC LR 
B. Rockel LR 

M. E. Schlesinger OSU LR 
J. Schmetz HR 
E. A. Smith HR 

J. T. Suttles HR 
G. Visconti HR 

K. R. Vupputuri AES HR 
W.-C. Wang HR 

R. C. Wilderspin UK LR 
W. Wiscombe HR 

National Center for Atmospheric Research, USA 
NASA Goddard Space Flight Center, USA 
Universitfit Kiel, FRG 
Laboratoire d'Optique Atmosph6rique, France 
Lawrence Livermore National Laboratory, USA 
NASA Goddard Space Flight Center, USA 
Main Geophysical Observatory, USSR 
NASA Goddard Institute for Space Studies, USA 
University of Maryland, USA 
GFDL, Princeton University, USA 
University of California, USA 
Bureau of Meteorological Research Centre, Australia 
Institut far Geophysik und Meteorologie, FRG 
Oregon State University, USA 
European Space Operations Center, FRG 
Florida State University, USA 
NASA Langley Research Center, USA 
Universitt: dell'Aquila, Italy 
Canadian Climate Centre, Canada 
Atmospheric and Environmental Research, Inc., 
USA 

Meteorological Office, England 
NASA Goddard Space Flight Center, USA 

LBL, HR, and LR denote line-by-line, high-resolution, and low-resolution models, respectively. 

on a firm footing first; accordingly, a majority of the cases in 
the present exercises involved clear-sky conditions. Two 
solar zenith angles (30 ø and 75 ø ) were chosen to correspond 
to small (nearly 1.25) and large (nearly 4) air masses, 
respectively; this allows the investigation of the influence of 
large paths on molecular absorption and that of grazing 
incidence on scattering. The surface albedos chosen were 
0.2 and 0.8; the first value may be considered as represen- 
tative of some land surface, whereas the second one is 
extreme and was chosen to test the ability of the radiation 
codes in handling multiple reflections between the surface 
and the atmosphere. The CO2 concentration was chosen at 
300 ppmv, instead of the present concentration, for purely 
historical reasons, because some results were already avail- 
able for that case. 

The approach adopted for the numerical intercomparisons 
was similar to that used for the longwave cases that have 
already been reported by Luther et al. [1988]: to start with 
simple cases, gradually increasing in complexity. The simplest 
cases correspond to purely absorbing atmospheres; molecular 
scattering and clouds or aerosols, added successively, increase 
the complexity of the radiative transfer problem. 

A total of 30 different sets of calculations were submitted 

for comparison; of these, 26 remained after circulation of the 
results among the participants. Some results have been 
withdrawn by the participants after discovering errors (mis- 
understanding of the instructions or bugs in the program). 
The final 26 radiation codes come from 22 different partici- 
pants, some having submitted results from more than one 
model. The list of participants is given in Table 2. As was the 
case for the longwave intercomparison, the codes included 
some too detailed to be employed in climate models as well 
as 11 GCM radiation algorithms (see Table 2). Two line- 
by-line (LBL) codes are also included in the comparisons for 
the purely absorbing cases. LBL calculations for the mid- 
latitude summer atmosphere [McClatchey et al., 1972] have 
also been performed for a cloud case (case 49 of Table 1). In 
addition, a comparison of very detailed LBL models, with a 
complete treatment of multiple scattering, has been per- 
formed for limited spectral intervals by two of the partici- 
pants. Among the 26 radiation codes, there are also 13 
wideband models suitable for use in climate models and 11 

narrow-band models. To get a better understanding of the 
causes of the divergences between the individual results, a 

TABLE 3. Summary of the Statistical Results of the ICRCCM Test Cases Performed for Purely Absorbing Water Vapor Atmosphere 

Downward Flux at the Surface Total Atmospheric Absorption 

No. of LBL1, LBL2, Median, Range, rms difference, LBL1, LBL2, Median, Range, rms, 
Case Models W/m 2 W/m 2 W/m 2 % % W/m 2 W/m 2 W/m 2 % % 

1 24 1014.2 1009.7 1019.0 4 1 172.4 178.2 167.0 21 5 
2 24 286.2 283.9 289.0 6 2 67.1 69.6 64.2 25 7 
3 24 999.3 993.1 1004.2 4 1 187.8 195.4 181.9 21 6 
4 24 281.0 277.9 284.0 7 2 72.3 75.7 69.3 31 8 
5 24 1089.5 1085.0 1084.3 6 1 94.5 99.7 98.9 61 11 
6 24 313.7 312.0 312.8 4 1 39.3 41.1 40.1 29 6 

LBL1 and LBL2 refer to two line-by-line calculations. The characteristics of the different test cases are given in Table 1. 
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questionnaire was distributed among the participants, and 
the responses are used in the following analyses. 

2. PURELY ABSORBING CASES 

A total of 30 different cases correspond to calculations 
with absorption only. They include three atmospheric pro- 
files ranging from the dry sub-Arctic winter (SAW) atmo- 
sphere to the mid-latitude summer (MLS) and tropical (TRO) 
atmospheres, two different solar zenith angles (30 ø and 75 ø ) 
and two CO2 concentrations (300 and 600 ppmv). 

Tables 3, 7, and 8 give a statistical summary of the 
calculations performed for the purely absorbing cases. The 
tables show, for both the downward flux at the surface and 
the total atmospheric absorption, medians of the band model 
values, the LBL values wherever available, the root-mean- 
square (rms) difference from the median values, and the total 
range of the results (difference between the largest and the 
smallest values) expressed as percent of the median value. 
The median is defined as that value which separates the set 
of data into two equal parts (50% smaller and greater, 
respectively); if the number of data is even, the median is the 
arithmetic mean of the two central values, otherwise it is the 
central value. The rms difference is defined as 

(X i -- Xref)2/(N - 1) 
.•_ 

where Xre f is a reference (here, the median of the data set). 
The median value is chosen here because it is not sensitive to 

the outlying data points. 
The total atmospheric absorption is defined as 

Abs = (FT$0^ - FTIO^)- Fs $ - Fs $ 

where F½o^ and F•Io^ are the downward and upward fluxes 
at the top of the atmosphere (TOA), respectively, and Fs $ 
and FsI the downward and upward fluxes at the surface. 

Line-by-line results were not available for the higher CO2 
amount and the 03 cases. 

2.1. Water Vapor Only 

As a whole, 24 codes including two LBL solutions were 
available for the case of pure water vapor absorption. Table 
3 shows that there are already large differences between the 
LBL calculations. LBL2 gives downward fluxes at the 
surface which are systematically smaller by 0.5-1% than 
those given by LBL1. In terms of total atmospheric absorp- 
tion, the differences are 3-5% with larger absorptions for 
LBL2. 

(Ramaswamy and Freidenreich [this issue] have investi- 
gated the cause of these differences. LBL1 absorption com- 
putations fall below those of LB L2 due to neglect of three 
spectral intervals' 0-1000, 1000-2600, and 14,500-18,000 
cm -1 . The first two intervals have a small value of solar 
irradiance associated with them, while the third is weakly 
absorbing. In the MLS atmosphere, inclusion of these inter- 
vals increases the water vapor absorption by 7.3 (3.3) W/m 2 
for solar zenith angles of 30 ø (75ø); surface fluxes decrease by 
a corresponding amount. The underestimate in the atmo- 
spheric absorption due to neglect of these is 4.3% and 4.8% 
for zenith angles of 30 ø and 75 ø, respectively. Both LBL1 and 
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Fig. 1. Cumulative frequency distribution of the downward flux 
at the surface for the water vapor only cases (100% = 23 values). 
The ordinate represents the percentage difference in the fluxes (the 
column on the left is for a zenith angle of 30 ø, while the column on 
the right is for 75ø); the coordinate represents the fraction of models 
which yield a flux difference less than a particular ordinate value. 
The three sets of panels represent different atmospheric profiles. 

LBL2 make use of the Air Force Geophysics Laboratory 
(AFGL) spectral data bank. 

The effect on the individual layer absorption due to neglect 
of the spectral intervals is minimal. Thus the heating rates 
from the two LB L model calculations are within 1% of each 

other. This, coupled with the fact that the flux differences 
over the entire spectrum (barring the intervals mentioned 
above) are less than 2 W/m 2, must be interpreted as an 
excellent agreement between the two LBL codes.) 

The band model results are analyzed by comparing them 
with the mean of the line-by-line results. For the downward 
fluxes at the surface, the differences between the median and 
the LBL results are very similar to those between the two 
LBLs. The rms differences are from 1% to 3%, with the 
range being 3-8% of the LBL results. For the atmospheric 
absorption, the absolute differences between the median and 
the LBL values are significantly larger, and the relative 
differences are obviously much larger, from 2% to nearly 6% 
(not shown). The rms differences are between 6% and 11%, 
while the total ranges are considerable, from 20% to 30% and 
up to 62% for the driest case (sub-Arctic winter atmosphere). 

In Figures 1 and 2, the results of the variations among the 
models are presented according to a cumulative histogram 
for the downward surface flux and the total atmospheric 
absorption, respectively. The ordinate represents the per- 
centage difference in the fluxes (the column on the left is for 
a zenith angle of 30 ø, while the column on the right is for 75ø); 
the coordinate represents the fraction of models which yield 
a flux difference less than a particular ordinate value. The 
three sets of panels represent three different atmospheric 
profiles. On these figures, if a line exhibits a large disconti- 
nuity, it indicates that a single code exerts a substantial 
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Fig. 2. As in Figure 1 but for the total atmospheric absorption. 

impact on the total discrepancy. It can be seen that the 
extremely large range observed for the sub-Arctic winter 
atmospheric profile is due to a single code using parameter- 
izations which apparently strongly underestimates the water 
vapor absorption for the small water paths. According to 
Figure 1, about half of the calculated surface fluxes agree to 
within _+0.5% of the LBL results for 00 = 30 ø and to _+ 1% for 
00 = 75 ø. The agreement is much poorer for the atmospheric 
absorption (Figure 2): 50% of the models are within 5% of 
the LBL results. 

2.2. Analysis of Models 

A detailed analysis of these comparisons provides some 
reasons for the observed discrepancies. From Table 3, it is 
seen that the medians of the band models (i.e., the models 
other than LB Ls) indicate an absorption that is smaller than 
the corresponding LBL values for the wet tropical atmo- 
sphere, but that is comparable for the dry sub-Arctic winter 
atmosphere. This is true for 00 = 30 ø as well as for 00 = 75 ø, 
although the underestimate is greater when the water vapor 

path is the largest (i.e., for the tropical atmosphere with 00 = 
30 ø and 75ø). 

To analyze the behavior of the band models, the results 
are sorted out in Table 4 according to the number of spectral 
intervals employed. Besides the two LBL models, 21 other 
models were categorized as low-resolution (LR) or high- 
resolution (HR), with the latter designation attributed to 
those with 10 or more spectral intervals. (One model was not 
affiliated with any group, since information on its spectral 
resolution was unavailable.) The median, range, and rms 
differences that emerge in Table 4 for the two categories are 
similar to those evident in Table 3. This suggests that the 
tendencies in the values given by the various models are 
independent of the spectral resolution employed. The 
smaller range of the LR codes is, in part, attributable to the 
similarities in their respective parameterizations. 

The absorption of solar radiation in the atmosphere in- 
volves the calculation of the spectral transmission as well as 
its convolution with the incoming solar flux. The problems 
involved with the computation of the spectral transmission 
are quite similar to the longwave case studies, viz., they 
depend on the quality of the spectral data, the line shape, its 
dependence on pressure and temperature, the particular 
band model employed, and its spectral resolution. The 
convolution with the solar spectrum adds a further signifi- 
cance to the spectral resolution employed owing to the 
spectral variations of the incoming flux. The ICRCCM 
instructions required the use of Labs and Neckel's [1970] 
values for the solar spectrum with the recent update for the 
0.33- to 1.25-/am region [Neckel and Labs, 1984]. Some 
authors, however, made use of other data [e.g., Thekaekara 
and Drummond, 1971]; this choice had no detectable impact 
on the comparisons. Separate tests with a high spectral 
resolution code yielded differences substantially less than 
1% between using the two sets of irradiances (Table 5). 

To investigate further the results of the band models, we 
considered a high-resolution radiation code and systemati- 
cally modified some of its initial assumptions. The model has 
a spectral resolution of 20 cm -1 it makes use of the 
Malkmus [1967] random band model including, initially, 
Fels's [1979] approximation for the Voigt spectral line shape 
and the Curtis-Godson approximation (CGA) [Curtis, 1952; 
Godson, 1953] to account for the pressure and temperature 
effects; the spectral parameters are those of the AFGL 1982 
spectral data bank [Rothman et al., 1987]. Table 5 shows a 
systematic decrease of the absorption by roughly 0.7-1% 

TABLE 4. Total Atmospheric Absorption for the Six Cases Concerning the Absorption by Water Vapor Only 

rms 

Differences, No. of 
LBL, W/m 2 Median, W/m 2 Range, % % Models 

Case 00, deg 1 2 HR LR HR LR HR LR HR LR 

MLS 30 172.4 178.2 171.0 165.7 12 11 6 7 10 11 
MLS 75 67.1 69.6 62.4 64.3 21 14 11 10 10 11 
TRO 30 187.8 195.4 181.9 181.2 16 12 7 8 10 11 
TRO 75 72.3 75.7 66.9 69.2 29 14 14 10 10 11 
SAW 30 94.5 99.7 101.7 97.1 49 14 14 4 10 11 
SAW 75 39.3 41.1 41.1 39.5 17 10 6 4 10 11 

The band models are grouped in two classes according to their spectral resolution (HR and LR for high and low resolution, respectively: 
see Table 2). 
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TABLE 5. Influence of Spectral Resolution, Line Shape, Pressure, and Temperature Dependences on the Atmospheric Water Vapor 
Absorption 

Spectral Pressure and MLS TRO SAW 
Line Resolution, Temperature 
Shape cm-1 Dependence 30 ø 75 ø 30 ø 75 ø 30 ø 75 ø 

Voigt 20 CGA 168.9 65.9 184.6 71.1 97.2 40.3 
Lorentz 20 CGA 167.5 65.1 182.7 70.3 96.5 39.9 
Lorentz 20 SA 163.0 63.7 177.8 68.9 95.1 39.5 

Voigt 100 CGA 172.7 67.1 188.4 72.3 100.0 41.3 
Lorentz 100 CGA 171.2 66.6 187.0 71.8 98.9 40.9 
Lorentz 100 S A 169.6 66.2 185.5 71.6 97.2 40.4 

Voigt 20 CGA 168.6 65.6 184.1 70.8 97.5 40.3 

Unit of measure is W/m2. The CGA and SA abbreviations are for the Curtis-Godson and scaling approximations, respectively. The last 
row is the same as the first except that Thekaekara and Drummonds' [1971] solar irradiance data are used instead of Labs and Neckel's 
[1970]. 

when the Lorentz line shape is used instead of the Voigt 
profile. This apparently small difference in the total atmo- 
spheric absorption is linked to the fact that most of the water 
vapor is concentrated in the lower troposphere, where 
collisional broadening occurs and which is well represented 
by the Lorentz profile. However, these differences are 
systematic, and 1% is a significant part of the rms differences 
observed in the comparisons of the total atmospheric ab- 
sorption. The systematic character of the difference is 
caused by the underestimate of the line widths at low 
pressures by the Lorentz profile. Thus in the stratosphere, 
where the pressures are low, larger relative differences may 
occur in the absorbed flux. 

When a scaling approximation is used, in which the 
absorber amount, pressure, and temperature dependences 
are reduced to a single dependent parameter (one parameter 
approximation, SA), the decrease in absorption ranges from 
0% to 4% at 20 cm -• resolution; it increases up to 3% when 
the resolution is degraded to 100 cm -1 . Note that almost all 
wideband codes make use of the scaling approximation in 
one form or another. In the present case, the exponent for 
the pressure scaling [Lacis and Hansen, 1974] was 0.9. As a 
caution, it is pointed out that it is probably unlikely that a 
single exponent will yield excellent results under all circum- 

stances, ranging from, say, the warm, humid tropical to the 
cold, dry sub-Arctic conditions. 

The resolution at which the solar attenuation is calculated 

has an important impact both through the accuracy of the 
transmission functions themselves (similar to the longwave 
results of Kiehl and Rarnanathan [1983]) and through the 
convolution with the solar flux. Table 5 shows that a 

resolution of 100 cm -• instead of 20 cm -• results in en- 
hanced absorption (•-2 to nearly 3% for the SAW case). In 
this particular instance, there is a compensation of errors. 
Note that the Lorentz SA 100 cm -• result is similar to the 
Voigt GGA 20 cm -• result. This illustrates the fact that, in 
some instances, compensation of errors, though yielding the 
correct result, can offer an incorrect perspective. Table 5 
also shows that the spectral resolution at which the convo- 
lution is performed has a strong impact and can lead to 
significant errors. Note that, in the near infrared, the solar 
spectrum may not be known with sufficient accuracy to 
conclude definitively that convolutions of solar insolation 
with transmissions are more realistic at 20 cm -• resolution 
than at 100 cm- •. 

In Table 6 the atmospheric absorptions are sorted out 
according to the method used to calculate the band trans- 
missions. As far as the spectral data are concerned, all 

TABLE 6. Same as Table 4, but With the Models Grouped According to the Initial Spectral Data 

MLS TRO SAW 

30 ø 75 ø 30 ø 75 ø 30 ø 75 ø 

LBL1, W/m 2 172.4 67.1 
LBL2, W/m 2 178.2 69.6 
No. of Models 

AFGL 9 9 
LOWTRAN 5 5 
Others 7 7 

Median, W/m 2 
AFGL 168.9 64.9 
LOWTRAN 158.3 58.8 
Others 165.7 64.3 

Range, % 
AFGL 13 19 
LOWTRAN 11 21 
Others 10 9 

rms difference, % 
AFGL 6 11 
LOWTRAN 9 14 
Others 6 6 

187.8 72.3 94.5 39.3 
195.4 75.7 99.7 41.1 

9 9 9 9 
5 5 5 5 

7 7 7 7 

182.2 70.0 97.2 40.3 

169.8 62.9 100.8 39.4 
181.2 69.3 97.2 39.4 

16 22 17 15 

16 26 49 16 
9 9 13 11 

7 13 6 5 
11 16 20 6 
6 6 5 4 
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Fig. 3. Spectrally averaged water vapor absorption (0.25-4.0 
/am). Molecular transmissions calculated from either a Malkmus 
random-band model (AFGL) or by the LOWTRAN code are con- 
voluted with the extraterrestrial solar flux [Labs and Neckel, 1970; 
Neckel and Labs, 1984]. 

participants (other than the LBLs) made use of either the 
Lacis and Hansen [1974] (equivalently, the Yamamoto 
[1962] parameterization) or the various versions of the nar- 
row-band LOWTRAN code [Selby et al., 1978], or used a 
random-band model in conjunction with the AFGL spectral 
data base. The results are collectively presented in Table 6. 
The designation "others" denotes the results obtained from 
parameterizations; also listed are the corresponding results 
from the LBL computations. Table 6 clearly shows that 
there are systematic differences between the results based 
upon the LOWTRAN code and those based on random-band 
models for all three atmospheres; an analysis (not presented 
here) shows that this tendency is independent of the spectral 
resolution. Figure 3 confirms this result: it shows the varia- 
tion with the water vapor path of the spectrally averaged 
water vapor absorption taking account of the solar spectral 
variations. A separate analysis showed that the LOWTRAN 
code tends to underestimate the absorption in the wings of 
the bands for large water vapor paths. According to Table 6, 
this leads to quite significant differences (up to 9%, or 15 W 
m-2). Note that the median values of the codes using AFGL 
data base are closer to the LBL2 than are those using 
LOWTRAN. An exception to this is the SAW 30 ø case, 
where LOWTRAN-based models appear to be in better 

agreement with the LBL2 results. In terms of downward 
surface fluxes, the biases introduced by the different meth- 
ods amount to 10% for the tropical atmosphere. This value is 
climatically significant if we consider the upper limit in uncer- 
tainty of <10 W m -2, set forth for the surface fluxes in the 
Tropical Ocean and Global Atmosphere Experiment (TOGA). 

As far as the present sets of results are concerned, there is 
no question that the LBL codes, since they account for all 
the individual molecular extinction spectra and use the 
state-of-art knowledge in radiative transfer, yield the most 
rigorous solutions (benchmarks). Thus they offer the most 
accurate means of calibrating the vertical distribution of 
fluxes and heating rates in climate models. However, it must 
be pointed out that the present theory could contain funda- 
mental uncertainties in the spectral details and solar irradi- 
ance values, so that the ultimate and complete validation test 
would be one involving the comparison of the theoretically 
based computations with field (and laboratory) measure- 
ments. For this purpose, it is recommended that comprehen- 
sive field experiments be undertaken in which the radiative 
quantities and all relevant meteorological parameters are 
determined with high precision. 

2.3. Water Vapor and Uniformly Mixed 
Gases (CO 2 and 02) 

The results of the calculations including CO2 and 02 
absorption cases 7-18 are summarized in Table 7. The 
additional absorption is small and not significant; according 
to the LBL calculations, it represents less than 5% of the 
total atmospheric absorption (10% for the sub-Arctic winter 
atmosphere) and less than 1% ofF«. Note, however, that in 
comparison to the LBL results, the band models yield larger 
values for Fs •; this compensates to some extent the system- 
atic differences of the opposite sign observed for pure water 
vapor absorption. Doubling the atmospheric CO2 concentra- 
tion increases the total atmospheric absorption by 1-2%, the 
largest effect occurring for the sub-Arctic winter case, when 
the water vapor absorption is minimum. The maximum 
decrease of Fs • for 1 x CO2 is about 0.7%. Because of the 
small additional absorption, the spread in the results is not 
significantly modified over and above that for water vapor 
absorption. 

TABLE 7. Same as Table 3 but for Cases Including Absorption by Carbon Dioxide and Oxygen 

Downward Flux at the Surface Total Atmospheric Absorption 

No. of LBL1, Median, Range, rms Difference, LBL1, Median, Range, rms Difference, 
Case Models W/m 2 W/m 2 % % W/m 2 W/m 2 % % 

7 17 1006.5 1008.6 4 1 180.7 178.4 19 5 
8 16 1005.5 4 1 181.5 19 5 
9 17 282.7 285.7 6 2 70.7 67.6 24 7 

10 16 285.0 6 2 68.2 25 7 
11 17 991.8 993.7 4 1 195.8 193.1 19 6 
12 16 990.8 4 1 194.9 20 6 
13 17 277.6 280.3 7 2 75.8 73.0 28 8 
14 16 279.7 8 2 73.7 28 9 
15 17 1080.9 1073.7 5 1 103.9 110.7 75 15 
16 16 1070.8 5 1 113.9 45 10 
17 17 309.7 308.2 3 1 43.4 45.3 22 6 
18 16 307.1 3 1 46.5 22 6 
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TABLE 8. Same as Table 7 but for Cases Including Absorption by Ozone 

Downward Flux at the Surface 

No. of Median, Range, rms Difference, Median, 
Case Models W/m 2 % % W/m 2 

Total Atmospheric Absorption 

Range, rms Difference, 
% % 

19 21 982.1 4 I 207.2 
20 16 977.6 4 1 212.7 
21 21 270.0 8 2 83.6 
22 16 268.3 8 2 85.8 
23 21 970.5 5 1 218.6 
24 16 965.6 5 1 223.5 
25 21 269.5 9 2 84.1 
26 16 265.8 9 3 88.2 
27 21 1039.8 6 1 149.2 
28 16 1035.9 5 1 153.2 
29 21 288.6 6 2 65.6 
30 16 286.2 7 1 68.2 

18 5 
15 5 
17 6 

17 6 

16 5 
15 5 
21 7 

21 7 

40 9 
37 8 

27 7 
22 5 

2.4. Including Ozone Absorption 

Table 8 shows the summary of the comparison for the 
cases 19-30 including ozone absorption. No LBL results 
were available for these cases. Most participants made use 
of either Lacis and Hansen' s [ 1974] parameterization, which 
is based on data by Vigroux [1953] and Inn and Tanaka 
[1953], or Ackerman's [1971] observations, or various ver- 
sions of the LOWTRAN code. According to Table 8, there is 
no significant increase in the dispersion when 03 absorption, 
too, is considered. The standard deviation of the additional 
absorption (not shown here) is 10-12%; however, some 
codes differ considerably from the others, and the spread in 
the additional absorption due to 03 amounts to a maximum 
of 67% for the sub-Arctic winter case. 

In summary, for the purely absorbing gas only cases 
(Tables 3, 7, and 8) the rms differences are 1-3% for Fs • , 
19% for Abs, and the spread may amount to about 40% in 
Abs. The largest relative discrepancies occur when absorp- 
tion values are small, i.e., for the relatively dry sub-Arctic 
winter atmosphere. 

3. MOLECULAR SCATTERING 

A set of 12 cases (31-42) correspond to calculations for all 
constituents (H20, CO 2, 02, 03) and molecular scattering. 
They included the same atmospheric profiles and sun angles 

and two surface albedos, a low (Ps = 0.2) and a high value (Ps 
= 0.8), respectively. A total of 21 codes were available for 
these cases but no LBL at the time of the comparison. Table 
9 summarizes the results corresponding to this part of the 
comparison. The rms differences amount to -•4% for Fs • at 
low solar elevations, which is nearly twice those for the 
purely absorbing cases. The range in values increases to 
nearly 20%. The rms difference and the range of Abs 
increase only slightly over the purely absorbing cases for 
Ps = 0.2. For the large albedo cases (Ps -- 0.8), the range in 
Abs can differ by as much as 50% relative to that for the 
lower albedo surface. This highlights the difficulty of ade- 
quately modeling multiple scattering over highly reflecting 
surfaces. 

Figure 4 shows, for the mid-latitude summer atmosphere, 
the changes induced in Fs $ by the addition of molecular 
scattering. In this figure the results are sorted out according 
to their spectral resolution and again presented as cumula- 
tive histograms. As in Figures 1 and 2, the ordinate repre- 
sents the percentage deviation from the median of the 
high-resolution codes, while the coordinate denotes the 
fraction of models which have values less than a specific 
ordinate value. Four different categories of models are 
considered' HR models only, LR models only, LR models 
consisting of Rayleigh parameterization, and a subset of the 
HR models. The impact of the spectral resolution appears 

TABLE 9. Statistics of the Results for the Cases Including Molecular Scattering 

Downward Flux at the Surface Total Atmospheric Absorption 

Atmospheric Zenith Surface No. of Median, Range, rms Difference, Median, Range, rms Difference, 
Case Profile Angle, deg Reflectance Models W/m 2 % % W/m 2 % % 

31 MLS 30 0.2 21 943.7 5 2 206.2 21 6 
32 MLS 30 0.8 21 985.0 5 2 245.3 29 8 
33 MLS 75 0.2 21 235.8 10 2 83.8 16 5 
34 MLS 75 0.8 21 246.2 17 4 89.2 22 7 
35 TRO 30 0.2 21 932.6 6 2 215.1 19 6 
36 TRO 30 0.8 21 975.0 6 2 250.6 33 8 
37 TRO 75 0.2 21 234.9 11 3 84.0 20 6 
38 TRO 75 0.8 21 246.5 18 4 91.6 25 7 
39 SAW 30 0.2 21 999.6 7 1 150.6 40 9 
40 SAW 30 0.8 21 1043.7 7 2 181.9 38 9 
41 SAW 75 0.2 20 255.3 13 3 66.2 42 10 
42 SAW 75 0.8 21 265.1 13 3 72.7 32 8 

These cases are distinguished according to the atmospheric profile, solar zenith angle, and surface reflectance (see Table 1). 
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Fig. 4. Same as Figure 1, except for the changes induced in the 
downward flux at the surface due to molecular scattering. The two 
diagrams correspond to the cases 31 and 33 (mid-latitude summer 00 
= 30 ø and 75 ø) compared to 19 and 21, respectively (see Table 1). 
Curve 1 (solid line), high-resolution models (nine results); curve 2 
(dash-dot line), low-resolution models (nine results)' curve 3 
(dashed line), LR and Rayleigh scattering optical depth ($R) param- 
eterized (four results); and curve 4 (dotted line), HR subset (five 
results). 

clearly, as the results of the low-resolution codes tend to 
systematically deviate from those of the high-resolution 
ones. This is independent of whether the reflectances and 
transmittances of the scattering atmosphere are explicitly 
calculated or parameterized. The cause of the observed 
larger discrepancies for the low-resolution codes lies in the 
spectral averaging of the optical parameters, which in the 
present case, is the Rayleigh optical thickness •R. Indeed, 
the strong spectral variation of the Rayleigh scattering (•R • 
A-4 with A being the wavelength) requires that this quantity 
be chosen with care. This problem is minimized with high or 
even moderate resolution, say four or five judiciously chosen 
spectral intervals; however, for LR radiation codes it may be 
quite serious, as shown in Figure 4. The problem arises due 
to the dependence of the reflectivity on the sun angle; LR 
models tend to overestimate the reflection at low solar 

elevations. A suitable parameterization of •n as a function of 

the sun angle may significantly reduce the amplitude of the 
corresponding errors (exemplified by curve 3 in Figure 4). 

4. ATMOSPHERES WITH CLOUDS 

4.1. Band Model Intercomparisons 

Six cases (43-49) were selected for testing the shortwave 
radiation codes in cloudy conditions. The atmospheric pro- 
file was the mid-latitude summer one, the sun angle 00 = 30 ø, 
and the surface albedo Ps = 0.2. Two drop size distributions 
were considered, containing small (CS) and large (CL) 
drops; two integrated liquid water paths, a small and a large 
one (10 and 200 g-2 respectively) were also considered , ß 

These values correspond roughly to the smaller and larger 
values reported in the literature for boundary layer clouds. 
The smaller one may, however, be considered as extreme 
and was observed in Arctic stratus clouds only [Herman and 
Curry, 1984]. It was chosen as a test case to evaluate the 
ability of radiation codes to simulate the impact of thin 
clouds, e.g., cirrus clouds. The CS size distribution is that of 
Sc I (effective radius r e = 5.25 /am) in Stephens [1979], and 
the CL size distribution is his Cb distribution (r e = 31/am). 
To restrict the study to the purely computational aspects, the 
optical thicknesses were specified in the instructions (3 = 
0.48 and 9.70 for the CL cloud and • = 2.81 for the CS 

cloud). Two different cloud top altitudes were considered' 2 
and 13 km. The summary of the results of the cloudy cases 
is presented in Table 10. The rms differences increase 
significantly compared to the clear sky cases and range from 
2% to 10% (relative to the median) for Fs • and from 6% to 
17% for Abs; the ranges in the atmospheric absorption 
exceed 50% for the high, thick cloud case. 

Table 11 summarizes the changes in the atmospheric Abs 
induced by the addition of clouds. In this table the results of 
the LR codes are distinguished from those of the other model 
types. Note that, in most cases, the range and the rms 
differences of the LR codes are such that even the sign of the 
cloud effect is uncertain. For the case of a thick, low cloud, 
the additional absorption induced by the cloud ranges up to 
75 W m -2 . This additional absorption absorption is not only 
due to the absorption in the cloud layer, but also includes the 
absorption of the reflected light and accounts for the reduced 
absorption of the transmitted radiation below the cloud. 

At first sight, Table 11 shows that that the HR and LR 
codes often present similar ranges and rms differences. 
However, a closer examination of the individual results 
reveals a situation which differs considerably for the two 
groups. Indeed, the large spread of the HR models is due to 
some easily identifiable codes, whose results differ system- 

TABLE 10. Same as Table 9 but for Cloudy Conditions 

Case 
Cloud 

Type 
Top 

Height, km LWP 

Downward Flux at the Surface 

No. of Median, Range, rms Difference, 
Models W/m 2 % % 

Total Atmospheric Absorption 

Median, Range, rms Difference, 
W/m 2 % % 

43 
45 

46 

47 
48 
49 

CS 

CS 
CL 

CL 
CL 
CL 

13 
2 

13 

13 
2 

2 

10 

10 

10 

200 

10 

200 

17 778.8 15 4 
16 782.3 15 4 
14 919.5 8 2 

15 536.0 38 10 
15 921.2 8 2 
15 537.1 43 9 

203.4 37 10 
226.7 24 7 
207.6 18 6 
218.5 54 17 
210.8 19 6 
255.5 35 9 
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TABLE 11. Additional Atmospheric Absorption Induced by the 
Presence of Cloud Over and Above that Due to All Gases 

Cloud Type 

CS CS CL CL CL CL 

Cloud top altitude, km 13 2 
Optical thickness 2.81 2.81 
No. of Models 

All results 17 16 
HR 9 7 
LR 7 8 
HR subset 5 5 

Median, W/m2 
All results 17.9 
HR 17.3 
LR 17.7 
HR subset 17.3 

Range, W/m2 
All results 83 45 
HR 66 41 
LR 54 24 
HR subset 12 15 

rms Difference, W/m 2 
All results 19 11 
HR 21 16 

LR 20 7 
HR subset 6 7 

13 13 

0.48 9.70 

14 15 

7 8 

7 7 
4 5 

-5.5 3.3 11.4 
-9.7 3.4 13.0 
-3.0 3.3 -2.3 

-16.4 2.9 14.5 

10 114 

5 47 
10 114 

2 12 

2 36 

2 16 

3 47 
1 5 

2 2 

0.48 9.70 

15 15 

8 8 
7 7 
5 5 

4.6 
6.7 
4.6 
6.8 

21 

4 

21 

3 

57.9 
63.1 

46.9 
66.4 

74 
60 

73 

19 

5 26 
2 24 

8 28 
1 7 

For each case, the reference is case 31. HR and LR are for high- 
and low-resolution codes, respectively. 

atically from the rest of the group. Table 11 distinguishes a 
subset of five HR codes (HR subset) which are also identified 
in Figure 4 for the molecular scattering cases. (The results of 
one of these models was not available for case 46.) These 
codes differ in their vertical and spectral resolution (from 26 
to 208 spectral intervals) and in their methods of solution of 
the radiative transfer equation. As a consequence of the use 
of different water vapor parameterizations, their results 
differ significantly for the purely absorbing cases; however, 
as Figure 4 and Table 11 show, the changes induced by either 
molecular or cloud extinction do agree fairly well. 

By comparison, the LR codes present a much more 
uniform dispersion, and it is not possible to identify any 
comparable subset of models as in the case of the HR codes. 
Since all the participating codes except one include an 
explicit treatment of the multiple scattering in the cloudy 
layer, the discrepancies can be attributed to the spectral 
averaging of the scattering phase functions and single- 
scattering albedo (note that the optical thicknesses were 
prespecified). 

Most codes made use of approximate methods of solution 
of the radiative transfer equation such as the delta- 
Eddington or delta-two-stream method, for which the scat- 
tering phase function is represented by the asymmetry factor 
g. The spectral variation of this parameter over the solar 
spectrum is small, and in addition, its influence on cloud 
radiative properties is the smallest among the various cloud 
optical parameters [see $1ingo and $chrecker, 1982]; the 
problem is thus clearly that of the sharp spectral variation in 
the single-scattering albedo. This problem is made difficult 
for the LR radiation codes, where the choice of a single or 
two spectrally averaged values may lead to large errors in 
the calculation of the cloud layer absorption through an 
erroneous treatment of the overlap between the near- 
infrared cloud drop extinction and molecular absorption. 

Parameterizations of this quantity, such as those proposed 
by Stephens [1978] or Fouquart [1986], may help to reduce 
the errors. 

4.2. Benchmark Solutions 

The need for benchmark solutions in cloudy conditions 
and the availability of powerful computers have prompted 
the first LBL solar radiative computations for scattering- 
absorbing atmospheres. However, costs for carrying out the 
calculations over the entire spectrum are extreme (=100 
hours on the GFDL Cyber 205), even for scatterers confined 
to just one layer. Therefore Rayleigh scattering has not been 
considered so far, and the surface albedo has been assumed 
to be zero in order to avoid the multiple reflections between 
the surface and the cloud layer. (To facilitate further studies 
and comparisons with other HR codes, including other LBL 
models, the computations have also been performed on two 
limited frequency intervals: 7300-7400 and 10,500-11,000 
cm -• . The details of these cases and the results of the LBL 
calculations can be obtained upon request to V. Ramaswamy 
at GFDL. The results in the 10,500-11,000 cm -• interval 
have been computed by the groups at GFDL and NASA 
GSFC; both groups have obtained identical results.) 

Over the entire spectrum, 0-33,333 cm -• (the upper limit 
represents 03 UV absorption cutoff), the calculations have 
been performed both with the delta-Eddington and the 
"exact" method for the radiative transfer equation [Ra- 
maswamy and Freidenreich, this issue]. The absorption 
spectra are generated at each frequency point and in each 
layer, using the algorithm employed by $chwarzkopf and 
Fels [this issue] for the ICRCCM longwave "benchmark" 
calculations and which utilizes the AFGL [McClatchey et 
al., 1973] catalog of the molecular line parameters. There are 
2.8 x 106 frequency points between 1 and 18,000 cm -•, over 
which the radiative transfer has to be performed for the 
scattering-absorbing atmosphere. This corresponds to a step 
size of--•6 x 10 -3 cm -1 on average. This is to be contrasted 
with wider intervals (1-20 cm -• typically) employed in 
narrow-band models. For the frequency interval between 
18,000 and 33,333 cm -•, since only the radiative transfer 
through clouds has to be considered, and as cloud properties 
remain constant over broad frequency regimes, the equation 
of transfer has been solved for only a limited number (11) of 
discrete frequency points. 

For the benchmark or the exact solution, the computation 
of radiative properties in any layer at any frequency consists 
in using the doubling-adding technique as described by Hunt 
and Grant [1969] and Wiscombe [1976]. Thirty-two streams 
have been used for purposes of this study. Single-scattering 
properties (extinction coefficient, single-scattering albedo, 
and asymmetry factor) at each frequency are prescribed 
according to the ICRCCM CL cloud specifications. The 
asymmetry factor is used to obtain the Henyey-Greenstein 
phase function, which is then expanded into a 64-term 
Legendre polynomial series to represent anisotropic scatter- 
ing by the liquid drops at each frequency. 

Whether it be the entire spectrum or limited frequency 
intervals, comparisons have been made in all instances 
between the doubling-adding calculations and those obtained 
using the delta-Eddington approximation, at each discrete 
frequency point. 

Downward and upward fluxes over every 1 cm -• interval 
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TABLE 12. Reflected Solar Flux at the Top of the Atmosphere, 
Downward Solar Flux at the Surface, and Heating Rate in the 

Presence of a CL Cloud in a Mid-Latitude Summer 

Atmosphere With Water Vapor 

Reflected Flux at Heating in 
Flux, Surface, Cloud, 
W/m 2 W/m 2 K/d 

0o = 30 ø 
LBL and doubling-adding 424.1 499.4 37.4 
LBL and delta-Eddington 418.6 504.3 35.9 
Narrow-band model 432.8 513.5 34.3 

0o- 75.7 ø 
LBL and doubling-adding 182.0 78.3 7.2 
LBL and delta-Eddington 173.8 86.9 7.4 
Narrow-band model 181.7 85.6 6.8 

Fig. 5a. Vertical profile of the shortwave heating rate as calcu- 
lated by an LBL model for a mid-latitude summer atmosphere (solar 
zenith angle 30 ø ) with water vapor absorption and cloud (optical 
thickness /5 - 9.7 between 800 and 820 mbar) extinction. The 
multiple scattering is calculated by the doubling-adding (dashed line) 
and the delta-Eddington (solid line) method, respectively. 

have been saved for each case described above, both for the 
doubling-adding and for the delta-Eddington methods. Only 
the results from the calculations for the entire spectrum are 
discussed below. The cloud is located in the layer between 
800 and 820 mbar. The vertical profiles of the total heating 
rate, as obtained by the two methods, are shown in Figure 
5a, while the relative error for the delta-Eddington results is 
shown in Figure 5b. The largest errors are for the layers 
directly beneath the cloud although, from Figure 5a, the 
absolute differences are small (<0.14 K/d). In the cloud layer 
the heating as given by the approximate scattering technique 
is in good agreement with the exact method, both for the 
individual frequency bands (not shown here) and for the 
entire spectrum. 

This is a surprising result, since the delta-Eddington is 
known to be of poor accuracy for single-scattering albedos 
well below unity; these are the spectral regimes where 
absorption is the strongest but also where the solar irradi- 
ance is weakest. Since water vapor, too, absorbs at frequen- 
cies where droplet absorption occurs, it is possible that most 
of the radiation in the strongly absorbing regions is depleted 
above the cloud top, so that the absorption in the cloud layer 

10 
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1010 .... 
-20 -10 0 10 20 
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Fig. 5b. Vertical profile of the differences between the shortwave 
heating rates presented in Figure 5a. 

Cloud is located between 800 and 820 mbar. Solar zenith angles 
are 30 ø and 75.7 ø . Values are listed for line-by-line computations 
employing the "exact" (doubling-adding) and the approximate 
(delta-Eddington) technique and a narrow-band model (see text). 

is dominated by the drops [Ramaswamy and Freidenreich, 
this issue]. Then, droplet absorption for a low lying cloud 
would occur only in the moderate to weakly absorbing 
frequencies where the delta-Eddington results are not as 
severely degraded. Because the contribution by the different 
spectral regions to the total cloud heating is weighted by the 
spectral irradiance at cloud top, this would diminish the 
magnitude of the net discrepancy when the entire spectrum 
is considered. Yet another explanation is the possibility of 
error compensations occurring throughout the spectrum. 
The speculations can be resolved only by further calcula- 
tions, accompanied by detailed analyses. 

4.3. Narrow-Band Versus LBL Results 

Table 12 compares the reflected fluxes at the top of the 
atmosphere, the fluxes at the surface, and the heating rates 
within the cloud layer, for the LB L calculations either with 
the doubling-adding or the delta-Eddington method and for a 
narrow-band model. The narrow-band model has a coarser 

spectral resolution than the LBL model above but has a finer 
resolution than the wideband or LR codes. It has 208 

spectral intervals and is based upon the practically improved 
flux method [Zdunkowski et al., 1980]; the water vapor 
absorption is approximated in each frequency interval by a 
sum of exponentials. This model has participated in the 
ICRCCM study; the comparisons in Table 12 may thus give 
an estimate of the agreement between the HR codes and the 
benchmark calculations. 

If we compare the two LBL calculations, Table 12 shows 
that, for 00 = 30 ø, the relative errors with the delta- 
Eddington calculations remain less than 2% for the fluxes 
and 4% for the cloud layer heating rate. For the low solar 
elevation, errors increase to 11% for the flux at the surface; 
smaller (-<4%) relative errors occur for the reflected flux at 
the top of the atmosphere and for the heating rate in the 
cloud. With the narrow-band model these errors do not 

increase significantly, and indeed, compensations may oc- 
cur, leading to a better accuracy of the surface fluxes in the 
band model. 

Further research is in progress for clouds with different 
optical depths and located at different altitudes. At present, 
our results indicate that, for clouds with large optical depths, 
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TABLE 13. Same as Table 9 but for Aerosol Scattering Conditions 

Downward Flux at the Surface 

Aerosol Zenith Surface No. of Median, Range, rms 
Case Profile Angle, deg Albedo Models W/m 2 % Difference, % 

Total Atmospheric Absorption 

Median, Range, rms 
W/m 2 % Difference,% 

50 MAR-I 30 0.2 10 936.2 4 1 
51 MAR-I 30 0.8 10 985.7 4 2 
52 MAR-I 75 0.2 10 223.8 7 2 
53 MAR-I 75 0.8 10 234.5 8 3 
54 MAR-II 30 0.2 10 444.4 61 18 

(8) (23) (10) 
55 MAR-II 30 0.8 10 511.0 70 18 

(8) (23) (8) 
56 MAR-II 75 0.2 10 58.8 70 21 

(8) (37) (16) 
57 MAR-II 75 0.8 10 67.5 63 20 

(8) (39) (15) 

214.7 16 5 

252.5 15 5 
88.4 11 4 

95.0 13 5 

601.2 46 13 

(18) (7) 
739.1 32 10 

(16) (6) 
190.1 32 11 

(20) (8) 
209.0 29 10 

(18) (7) 

the LBL computations using the delta-Eddington approxima- 
tion can be in reasonable agreement with those obtained using 
the exact method (doubling-adding); they also show that the 
same accuracy can be obtained with much cheaper but still HR 
radiation codes. A more general conclusion will have to await 
the computational results from further case studies. 

5. AEROSOLS 

Eight cases were included to test the ability of radiation 
codes to account for aerosol radiative effects. The atmo- 

spheric profile was that at mid-latitude summer, the solar 
zenith angles were again 30 ø and 75 ø, and the surface albedos 
0.2 and 0.8. Two maritime aerosol profiles were considered; 
their radiative properties and vertical mass loading were 
those of the MAR-I and MAR-II of the Standard Atmo- 

spheres [World Climate Research Programme, 1983]. The 
total aerosol optical thicknesses at A = 0.55/zm were •a = 
0.09 and 3.065, respectively. In addition, it must be noted 
that the absorption of the continental aerosols, which are the 
main constituents of the MAR-II profile, is large (w = 0.89 
compared to 0.99 for the maritime ones). 

The summary of the results of the aerosol cases (50-57) 
are presented in Table 13. These results should be compared 
with those of cases 31-34 (i.e., mid-latitude atmosphere) of 
Table 9. Only 10 models participated in this particular 
exercise; among these were only three GCM-type radiation 
codes, emphasizing the fact that aerosols are only occasion- 
ally accounted for in GCMs. This makes the comparison 
much less instructive, but nevertheless illustrates the 
present state-of-the-art in the modeling of aerosol radiative 
transfer for climate studies. Aerosols may have an important 
impact on such key quantities as the surface radiation fluxes 
and the diabatic heating of the atmosphere. They may also 
have a considerable effect on the derivation of shortwave 

surface fluxes from satellite observations. From a more 

computational point of view, it is interesting to estimate the 
sensitivity of the radiation codes under comparison, to the 
relatively small optical thicknesses added in the model 
layers. 

There is no substantial degradation in the results for the 
MAR-I aerosol profile; the reduction of the number of 
participants results in a strong decrease of the range and rms 
differences. This is definitely not the case for the MAR-II, 
where the rms difference is 18-21% for the downward flux at 

the surface. These are the largest rms errors observed in the 

entire comparison. A closer examination of the individual 
results shows that, in this case, two HR models (including 
one of the HR subset) strongly disagree with the others. The 
discrepancy is as large as 50% in the downward flux at the 
surface. The other models show a more reasonable agreement 
(see the results within parentheses). However, the number of 
remaining models is small, and this casts some doubt on the 
representativeness of this particular comparison. 

6. DISCUSSIONS AND CONCLUSIONS 

Just as for the longwave clear-sky case [Luther et al., 
1988], the intercomparison of the shortwave radiation codes 
has revealed a considerable spread in the responses of 
different codes to a set of well-defined atmospheric profiles. 
An outstanding feature of the intercomparison exercise has 
been the larger relative errors to be found in the atmospheric 
absorbed fluxes than in the surface fluxes. This is due to 

absorption being a smaller residual of the difference between 
large numbers (viz., fluxes). This is a significant point to be 
noted, since absorbed fluxes are a primary component of the 
diabatic heating rate in the atmosphere. 

Substantial discrepancies occur even for the simplest case 
of pure water vapor absorption, with rms difference of 1% or 
3% (-10 W/m 2 for the two solar elevations considered, 30 ø 
and 75 ø) for the downward flux at the surface and 6-11% for 
the total atmospheric absorption. For Fs • the rms differ- 
ences increase to nearly 4% (-10 W/m 2) at low solar 
elevations, when all absorbers are considered and the mo- 
lecular scattering is included. In cloudy conditions they 
amount to between 4% and 10% (50 W/m2), depending on 
the cloud optical thickness, the worst results being obtained 
for the thickest cloud. With aerosols, the discrepancies 
increase from 18% to 21% (90 W/m 2) for large aerosol 
loadings. The total ranges are very large, from 4% for the 
pure water vapor cases, up to 40% for the thick cloud cases, 
and 70% for the high aerosol loading cases. This spread has 
many causes; among them are misunderstandings of the 
instructions, although several iterations have been per- 
formed between the participants, reducing the probability of 
such events. This has indeed led to a significant narrowing of 
the initial spread. In the end, some codes yielded results that 
were at the extreme end of the range. Since we not only 
compared the fluxes and atmospheric absorption but also the 
changes induced on these quantities when a new physical 
process is included in the calculations, we eliminated the 
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possibility of error propagation. Consequently, systematic 
differences generally occur only for a particular subset of 
comparisons, such as the effect of scattering by molecules, 
clouds, or aerosols. They can thus be related to deficiencies 
in the treatment of the particular physical process. 

The findings here must be put in perspective with the 
energetics involved in climate processes. According to the 
Earth Radiation Budget Experiment [Ramanathan et al., 
1989a, b], the planetary averaged cloud radiation forcing is 
close to -15 W/m 2, the anomalies in outgoing shortwave 
radiation associated with an E1 Nifio event are of the order of 

80 W/m 2 [Ardanuy and Kyle, 1986], and a significant climate 
change might result from a mere 4 W/m2 increase of the net 
flux at the tropopause due to doubling of the atmospheric 
CO2 concentration. 

Indeed, most climate research since the Global Atmo- 
spheric Research Program (GARP) [Global Atmospheric 
Programme, 1975], and more recently, the World Climate 
Research Programme [1984], have stressed the need for 
accuracies of the order of 10 W/m 2 in the monthly mean 
surface downward radiation flux and 0.05 K/d for tropo- 
spheric heating rates. This last requirement corresponds to 
'-•5 W/m 2 in the total tropospheric absorption. According to 
the results of the ICRCCM exercise, much larger errors may 
result from the solar radiation calculations alone. 

The present study has identified two main causes of 
uncertainty in the computation of the shortwave fluxes. 

1. The calculation of the water vapor absorption, a 
primary component of the clear-sky radiative interaction, is 
critical, and different parameterizations may lead to signifi- 
cant differences between band model results, independent of 
their spectral resolution. In particular, it has been shown 
that the parameterizations based upon the LOWTRAN code 
differ systematically from those based upon LBL or random- 
band models using the AFGL spectral data bank. These 
differences increase with the water vapor paths and, in terms 
of surface fluxes, they may amount to 1.5% (-• 15 W m -2) to 
4% (•-9 W m -2) in a tropical atmosphere, depending on the 
solar elevation. These biases are significant, considering the 
accuracy typically required for surface fluxes (10 W/m 2 for 
the TOGA program). While rigorous reference solutions for 
radiative transfer in the atmosphere can be obtained from 
LBL computations performed on a precise theoretical basis, 
it is important to remember that fundamental inadequacies 
could be associated with details of the spectral lines and/or 
irradiances at the top of the atmosphere. Thus the most 
definitive tests of the radiation algorithms will come only 
through comparisons of these HR calculations with carefully 
designed experiments, such as the Spectral Radiation Exper- 
iment (SPECTRE) proposed in the context of the First 
International Satellite Cloud Climatology Project (ISCCP) 
regional experiments, and/or laboratory measurements. 

2. The interactions between multiple scattering and mo- 
lecular absorption are particularly difficult to handle ade- 
quately with low spectral resolution codes. This is the cause 
of the strong increase of both rms differences and ranges 
among the various models when molecular scattering is 
added or when the atmospheric profiles include aerosols or a 
cloudy layer. In the first case the main problem is the choice 
of the spectrally averaged Rayleigh optical thickness/SR; for 
cloudy conditions the problem arises with respect to both the 
optical thickness/5 and the single-scattering albedo to, both 
of which exhibit a spectral variation. In this study, /5 was 

specified, and only the spectral variation in the second 
parameter was considered; this varies sharply with fre- 
quency in the near infrared. In the present set of results the 
problem of specifying to led to quite significant deviations in 
the results of some low spectral resolution radiation codes 
from those having a high resolution. In fact, for the cloud 
cases involving typical liquid water contents (200 g/m2; 
optical depth 9.7), the ranges in model values and the rms 
differences are very large. 

Besides emphasizing the large dispersion of the results 
reported here, more optimistic conclusions can be drawn 
from a closer examination of the individual results. 

1. The large range in the results of the high spectral 
resolution codes is due to a few models which differ system- 
atically from the rest. If we choose to ignore the models 
yielding the extreme values in the range, it is found that, 
despite the fact that the remaining codes can be based upon 
very different basic parameterizations or approximations, 
their results agree fairly well with each other. If the initial 
discrepancies attributable to the use of various water vapor 
transmissions are removed, the overall agreement in F« is 
better than 1% for all cases, except the high aerosol loading 
ones. 

2. Providing that the Rayleigh optical thickness is ade- 
quately parameterized, codes developed for climate models 
(low spectral resolution) appear to simulate clear-sky short- 
wave fluxes in reasonable correspondence to the results 
from the high-resolution codes. 

Most of the conclusions drawn for the longwave clear-sky 
comparisons [Luther et al., 1988] still apply for the short- 
wave ones. In particular, many radiation algorithms could 
have inherently unknown errors that may significantly affect 
the conclusions of the studies in which they are used. This is 
true for climate modeling and weather forecasting studies as 
well as for other applications, such as inferences from 
satellite observations. 

To a large extent, the present intercomparison exercise 
has conducted a detailed analyses of primarily the clear-sky 
cases (i.e., molecular absorption and scattering). In fact, in 
view of the divergences manifested between the models even 
for the simple case of water vapor absorption only, it became 
necessary to examine this issue in considerable detail here. 
The reasons for the divergences between the various mod- 
els, besides being one of spectral resolution, need to be 
explored further, beyond the limited number of case studies 
performed thus far. It is emphasized that more definitive 
recommendations concerning optimal procedures to calcu- 
late the transfer of solar radiation in scattering-absorbing 
inhomogeneous atmospheres will emerge only from compar- 
isons of very detailed computations with high precision 
observations (laboratory and field). (Plans regarding the 
latter set of activities are already underway.) 

In the future, the ICRCCM data bank will be maintained, 
made available upon request on PC compatible disks, and be 
regularly updated. As was the case for the longwave results, 
we recommend that the ICRCCM shortwave cases, too, be 
used to test radiation algorithms prior to their application. 
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