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ABSTRACT

A scheme of dynamic initialization of a primitive equation model is proposed with an emphasis on the
dynamic adjustment in the boundary layer. The pre-initialization analysis is important since the restorative
method is used in the subsequent dynamic initialization. The first phase of dynamic initialization is designed
to establish a reasonable boundary layer structure. For this purpose, a time integration of the primitive
equations is performed under a strong constraint such that all meteorological fields except momentum in
the boundary layer are frozen. Use of an implicit form for the vertical diffusion term is recommended. The
second phase is formulated to reduce the high-frequency noise in the final initialized field. Cyclic integration
with a selective damping scheme is carried out under a restorative constraint.

The proposed scheme is applied to a case of simple zonal flow and the evolution of the boundary layer
flow is shown. The scheme is also tested for a case of mature tropical cyclone. Starting from the wind data
in the free atmosphere only, the initial condition of the model is derived. Subsequent time integration of
the model compares favorably with the integration in a control experiment.

1. Introduction

To establish a proper initial state of a primitive
equation (PE) model of the atmosphere is an important
but complicated problem. The initial state may be re-
garded as dynamically adjusted, if 1) high-frequency
noises do not prevail at the start of time integration of
a model and also 2) the effects of forcing, such as those
of surface friction and topography, are contained in the
initial meteorological fields. The purpose of this paper
is to propose a scheme which establishes a nearly ad-
justed initial state which includes the effects of surface
friction. "

It should be noted that the problem of initialization
has to be treated consistently within the physical and
. mathematical framework of the model to be utilized
for integration. Accordingly, the results of initialization
are model-dependent. The initial state obtained may
not be a very accurate reproduction of the actual state
of the atmosphere, A realistic initial condition will be
obtained by the improvement of the physics and the
numerical aspects of the model.

The balance equation has been widely used to deter-
mine the initial fields of wind and mass in PE models.
When high-frequency noise is excited initially by certain
numerical imbalances, such noise can be suppressed
with the use of a damping time integration scheme, The
conventional form of the balance equation does not
include a term expressing the effect of surface friction.

This effect gradually evolves in a model during the
course of integration. Krishnamurti (1969) showed
that, starting from a balanced initial state, his model
for the equatorial latitudes yielded a realistic flow field
with convergence zones in 12-18 h after the initial time.
In the numerical prediction experiment by Miyakoda
et al. (1974), the divergent component was included in
the initial wind. Nevertheless, the first three days were
considered an initial adjustment period, during which
two tropical storms weakened very rapidly. This may
have been due to the lack of structure in the initial
field which is needed for the maintenance of tropical
disturbances.

The abjective of dynamic initialization is to establish
a dynamically adjusted field as the initial condition of
a PE model rather than relying on its evolution from
a crude initial state during subsequent integration.
Miyakoda and Moyer (1968) proposed an initialization
method in which a time-differencing scheme having a
property of selective damping was used to perform a
cyclic forward and backward integration repeatedly
under a certain constraint on the velocity potential. An
iteration method proposed by Nitta and Hovermale
(1969) also uses a damping cyclic integration scheme
but does not involve the abovementioned constraint.
In these methods the mass or the wind field is re-
covered to the initially given value after each forward
or backward forecast step. The results of the past
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numerical tests show that either of the above two
methods yields a large-scale vertical velocity field which
“agrees well with the solution of the so-called omega
equation, i.e., the vertical motion required for the
maintenance of the geostrophic balance relation.
Winninghoff (1973) discussed the difference between
the physical natures of geostrophic adjustment and the
adjustment to the heating and friction terms. In his
initialization method, the geostrophic adjustment is
treated by integrating the model alternately forward
and backward six steps with a damping scheme. A
restorative constraint is added after each iteration.
Then the effects of heating and friction are included in
a forward integration accompanied with the restorative
procedure. In one of the experiments made by Mesinger

(1972), the effect of friction is not treated separately

but included only during the forward part of the
iteration.

In addition to the analysis and initialization methods
mentioned so far, the application of variational analysis
(e.g., Sasaki, 1970), four-dimensional assimilation (e.g.,
Miyakoda et al., 1976), and the method of adding a
forcing term to a prognostic equation (e.g., Anthes,
1974) have been proposed in order to obtain a dynami-
cally adjusted data set. Appropriate choice of the
initialization method may be made by considering the
nature of the problem, the scale of the phenomenon,
the type of available data, the structure of the numeri-
cal model and other factors.

The various tactics of initialization cited above
provided useful guides for the present study. This work
was undertaken as a part of a numerical simulation
study of atmospheric disturbances. It is well known
that the so-called Ekman pumping plays an important
role in the energetics of certain disturbances, especially
those in the tropics. Therefore, special attention is given
to the initialization of the planetary boundary layer
part of a model. In Section 2 a strategy to construct
the dynamically adjusted initial state is outlined. The
numerical properties of the dynamic initialization
scheme are investigated in Section 3. In Sections 4 and
5 the performance of the proposed scheme is demon-
strated for the case of a simple zonal flow and that of a
hurricane, respectively.

2. Strategy for analysis and dynamic initialization

A major task in the present study is to establish a
dynamically adjusted initial condition in a model
boundary layer. It is attempted to treat this problem
with a method of dynamic initialization. This approach
is useful in case an initial wind field in the boundary
layer cannot be obtained directly from an observational
analysis for various reasons and has to be derived by
other means. It is assumed that a mass field can be
observed or calculated in a physically sound fashion.

Before the start of dynamic initialization, a pre-
initialization field has to be prepared for a whole model.
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The field obtained in this analysis stage must be a
reasonable one because certain variables are fixed or
restored during the processes of the subsequent dy-
namic initialization stage. In this respect, the analysis
of the mass field in the boundary layer is particularly
important for the application of the proposed initializa-
tion scheme. The mass field in the boundary layer may
be determined from the observational data if available.
Otherwise, it may be obtained by utilizing the wind or
mass field known at the top of the boundary layer. In
the numerical examples in this paper, it is derived from
the wind at about the 1 km level through extrapolation
and the use of the reverse balance equation. At any
rate, it is presumed in the present study that an accurate
initial mass field can be obtained for the boundary
layer at the analysis stage. In such a case, a mass field
can be fixed during the dynamic initialization of the
boundary layer wind. In the analysis of the free atmo-
sphere, various conditions may be imposed on the data.
In this paper, a balance relation is assumed. Given the
wind field, the mass field is computed by the simplified
reverse balance equation. If the balanced state is not
a valid approximation of the actual fields, a different
analysis principle has to be sought.

The present dynamic initialization scheme consists
of two phases. In the first phase, the dynamical effect
of surface friction is incorporated into the boundary
layer where the mass field was specified at the analysis
stage. This is done by making a forward integration of
the model while anchoring the mass field everywhere

and the momentum field above the boundary layer.

With these constraints the fields in the free atmo-
sphere determined at the analysis stage are preserved.
In the boundary layer, the wind approaches a balanced
state which includes the frictional effect. During this
process, gravity waves are not excited as the mass field
remains unchanged. The fixed momentum in the free
atmosphere provides the upper boundary condition for
the layer below. The first phase integration is continued
until the momenturn field in the boundary layer es-
tablishes a quasi-equilibrium state. The boundary layer
wind thus obtained yields frictional mass convergence
which can cause external gravity waves unless it is
compensated for in the vertical net convergence. To
avoid these waves, a small correction, usually less than
0.1 m s7, is made to the wind field in the free atmo-
sphere after the first phase integration.

The second phase of dynamic initialization involves
cyclic integration with a restorative-iterative technique
(Nitta and Hovermale, 1969). The primary function of
the proposed sécond phase of dynamic initialization in
the present study is the suppression of possible noise
due to slight imbalances between the mass and momen-
tum fields at the end of the first phase. These im-
balances may be caused by the approximations in
solving the reverse balance equation or by the above-
mentioned wind correction. Provided the imbalance is
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small, it makes little difference whether the mass field
or the rotational component of the wind is the restored
field during the process of cyclic integration. Indeed, in
some cases one. may be able to skip the second phase
entirely (e.g., Sundgvist, 1975). During the second
phase it is also expected that the divergent wind field
which is required for maintaining a balance condition
may evolve. The boundary layer structure which was
established in the previous phase of initialization should
be practically unaffected by the cyclic integration in
this phase.

On the other hand, if the mass and wind fields
specified at the analysis stage are not in approximate
balance, the second phase may serve the more vital
function of geostrophic adjustment. In this case, the
choice of variables to be restored should take the scale
of the meteorological fields into account.

3. Numerical characteristics of the
initialization scheme

As mentioned in Section 2, the dynamic initialization
method in the present study consists of two phases of
dynamical adjustments. The behavior of numerical
schemes dealing with each adjustment is investigated
in this section. Although the analysis will be made with
respect to an equation which includes the frictional
effect in a simple form, the proposed algorithm of
initialization can be applied without difficulty to a
model which incorporates the frictional effect in a fairly
complicated form. It should be remarked that despite
the time integrations involved in the dynamical adjust-
ments, the actual time level for the model remains
unchanged during the dynamic initialization stage.

a. Construction of planetary boundary layer

By ignoring the advective term for simplicity, the
momentum equation with a friction term may be
written in the ¢ coordinate system (Phillips, 1957) as

av RT Co

—=—fkX V—<V<I>+——VP*)—CV, 3.1)

ot Px
where V is the horizontal wind with the components «
and », k the vertical unit vector, ® the geopotential
(gz), p« the surface pressure, ¢ represents the inverse
of time scale for frictional damping and the other
symbols have standard meanings. The three terms on
the right-hand side of (3.1) represent the Coriolis force,
the pressure gradient force and the frictional force, re-
spectively. If a balanced wind Vg exists for a given
pressure field, it should satisfy the equation

Vs RT
_6_=—fk><v3—<vq>+—w:*)—cvs, (3.2)
!

*

where the left-hand side is actually zero by definition,
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Subtracting (3.2) from (3.1) yields
a
E(V—VB) =—fkX(V=V5)—c(V-V5). (3.3)

Eq. (3.3) indicates that, if the time integration of (3.1)
is carried out with the mass field fixed, V will approach
Vi since the vector V—V; is continuously damped
while it rotates (clockwise in the Northern Hemisphere)
with the period 27/ f. Note that the obtained wind Vg
is not dependent on the wind assumed at the start of
the time integration.

Based on the above argument, a scheme to establish
a boundary layer structure in a numerical model may
be proposed. This scheme involves a time integration
of primitive equations under the constraint that all the
meteorological fields except momentum below a certain
level are frozen at the pre-initialization values during
the period of integration. As the mass field is fixed,
there exists no gravity wave in the model. Accordingly,
a large time step can be taken to make the integration.

Numerical methods suitable for the abovementioned
integration are discussed below. For this purpose, the
equation in the form

ok
t —=—ijgh—ch
at

(3.4)

is used. The parameters a and ¢ are related to the fre-
quency of oscillation and the rate of frictional damping,
respectively. The above equation reduces to (3.3) if
h= (u—ug)+1i(v—uvp) and e= f. For convenience, b and
d are defined as

b=alt, d=cAt, (3.5)

where Af is a time increment for the integration.

Integration of (3.4) may be made in a.split form.
First, the change due to the frictional effect only is
considered. This change (Ah) is estimated for a period
2At¢, while the leapfrog scheme will be used in dealing
with the other term. If computed explicitly, the change
becomes

Ah=—2dh" 1,

where a superscript denotes the time-step number (n
for the latest time level). In case of a backward im-
plicit estimate, the change is ’

2d
hn—l,
1+24

Ah=—

because Ah=—2dk’ where &' = h"-'+Ak. After adding
Ak to A1) the other term in (3.4) is treated by the
leapfrog method to obtain A™*:

hvHi= (k=14 Al) — 2ibh. - (3.6)

‘ In general, %! is related to 4* by the amplification
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factor A, i.e.,

hrtl=N\h". 3.7

There exist two A’s for (3.6)—one for the physical
mode and another for the computational mode. The
scheme (3.6) is computationally stable when the ampli-
fication rate |A| of both modes is less than unity. In
Fig. 1 |A] of the physical mode for the case of the
implicit estimate of the friction term is shown as a
function of & and d. It is reasonable to see that the
damping rate increases with d. For a given d, there is a
critical value of b=5,=[1/(14-2d) % If b <b,, then the
damping rate of the physical mode does not depend on
b, i.e., [\| =b.. Also, if 5> (1+d)/(1+2d), then || of
the computational mode exceeds unity. The computa-
tionally unstable domain is shaded in Fig. 1. There is
therefore a limit to the increment At for making a stable
integration,

Fig. 2 shows the result of a similar analysis of |A]
for the case of leapfrog integration with the frictional
term in an explicit differencing form. The physical mode
is completely eliminated for d=0.5. When 4>0.5,
damping is weaker as d increases. This is unreasonable
and undesirable. The computationally stable area is
smaller than the previous case because of greater am-
plification of the computational mode. As a result of
the above analysis, it is recommended that the vertical
diffusion terms in the prognostic equations be treated
with an implicit scheme.

leapfrog
10d implicit time-differencing for friction
U7
- 0.6
07
0.5
T 08
.
] 09
~0.95-
0 _"_—I-“O‘”l 10— T T T T ™ b
0 Q.5 10

Fic. 1. Amplification rate of the physical mode for the leapirog
scheme (3.6). The friction term is treated by implicit differencing.
The parameters b and d represent frequency and frictional effects,
respectively, The computational mode makes the scheme compu-
tationally unstable in the shaded area.
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leaptrog
d explicit time-differencing for friction

0.9

05,
.7

0 =098 10— T T T T b
0 0.5 1.0

F1G. 2. As in Fig. 1 except that friction term is
treated by explicit differencing,.

The time integration of (3.4) may also be made with
the Euler-backward method. According to the analysis
of | in this case, the numerical damping rate is
strongly influenced by the frequencies represented by
the parameter & even though the damping parameter
d is fixed. Again, it is recommended that an implicit
estimate of the vertical diffusion term be used.

In the numerical examples in the following two sec-
tions, the momentum equation will be integrated in the
first phase of initialization by applying the implicit
scheme to the separated vertical diffusion term, the
forward scheme to the horizontal diffusion term and the
leapfrog scheme to the other terms.

b. Suppression of high-frequency noise

As mentioned in Section 1, it has been demonstrated
that cyclic (i.e., forward and backward) integrations
with a selective damping scheme can suppress high-
frequency noise. Specifically, one cycle for the case of
(3.4) may be written, with the use of (3.5), as

b=k —ibkn 4 (Ah) p
L (39)

hp=h"—ibhy- (AR)F
kg =hp+ibhp— (Oh) B }’ 3.9)

b = hp+ibkp— (Ah) s

where superscript denotes iteration number. If the
frictional effect is separated from the other term and
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cyclic Euler backward
IOE’ implicit time-differencing for friction
, \/o,/s
|
b
T 6
0.5+
_\ o8
4 09 '
~
N 07
B ‘095
\\\\
J\“O.W \\\
N \
0.999 1 1
01— e T T T T b
0 0.5 10

F1c. 3. Amplification rate for the cyclic Euler-backward scheme
[Egs. (3.8) and (3.9)]. The friction term is treated by implicit
differencing. The computationally unstable area is shaded.

estimated in an implicit manner, A% is expressed as

hp.

d d

(A= ———i, (Ah)p=—
144 1

The amplification factor A= A4"+1/k" for the above case
can be obtained easily. Fig. 3 shows the distribution of
[X\| on the b-d domain. For a fixed value of d the de-
pendency of |A| on b is large. Accordingly, with a
proper choice of value for A¢, selective damping of high-
frequency waves can be expected.

A scheme of cyclic integration is suitable only for the
second phase of the dynamic initialization. If it were
used during the first phase, the wind speed in the
boundary layer would still approach a fairly reasonable
value. However, the desired veering of wind would be
achieved very slowly as the rotations of the wind
vector at the forward and the backward steps almost
cancel each other.

In Sections 4 and 5, the momentum equation will be
treated everywhere with a scheme similar to (3.8) and
(3.9) during the second phase of the dynamic initializa-
tion. It includes the vertical diffusion term formulated
in an implicit form. Equations for the temperature and
the mixing ratio of water vapor, including the effect
of moist convection, are also integrated in the same
way except that the original temperature and moisture

fields are restored after both the forward and the back- -

ward steps, i.e., twice in one cycle. As mentioned before,
this restoration procedure may be allowed when a
nearly balanced state is expected between the mass and
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wind field at the start of the initialization of the second
phase.

4. Example 1: Initialization of a simple zonal flow

In this section, the proposed initialization scheme is
utilized for a simple zonal flow. The evolution and
structure of the boundary layer are investigated.

The numerical model which, resolves the boundary
layer is essentially the same as the model used earlier
for the simulation of tropical cyclones (Kurihara and
Tuleya, 1974). A brief description of the model follows.
It is an 11-level primitive equation model, using o-co-
ordinates. The lowest four levels are placed at ¢=0.992,
0.977, 0.950 and 0.895. The approximate heights of
these levels are 68, 196, 435 and 926 m, respectively.
Subgrid-scale processes are parameterized and incorpo-
rated in the model. The horizontal diffusion effect is
computed with the use of a nonlinear diffusion coefli-
cient. Exchanges of momentum and energy at the lower
boundary are estimated in the Monin-Obukhov frame-
work. Vertical diffusion due to mechanical turbulence
is dependent on the Richardson number. Both dry and
moist convection effects are treated by a convective
adjustment method. The finite-difference equations are
formulated with the box method. The grid system to
be used in this section has a latitudinal spacing of 2°.
The grid domain covers 40°S-40°N with open lateral
boundaries.

In this example, as well as in the next, the reverse
balance equation was used at the analysis stage. The
balance equation in the o-coordinate system was de-
rived and discussed by Sundqvist (1975). Its form in
spherical coordinates is

8 (RT p,
Gup)= V2<I>+——<——— ———)

0O\ Py adN
E RT o
+—<c05¢r— —pi>, 4.1)

add bx add
where :
G(’bt,?l) =2]K.¢(“y7})+fg‘-uﬁ
0
- [ (u*++°) sing). (4.2)
aadg

Except for the ordinarily used symbols, « in the above
equations is' equal to a cosg, ®(=gz) is geopotential,
and vorticity and two operators are defined by

v Ou cos¢ W

CadN add

9t . 9 e}
+—-——<cos¢——>
o2\ ade adg

1 /01 dv  Ou dv
st (22
aa\O\ 8¢  O¢ oA J

Vi= (4.3)

=V
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When (4.1) is used to solve the mass field, i.e., P,
and &, for a given wind field, it is called the reverse
balance equation. In specifying the wind field, it should
be taken into consideration that (4.1) does not include
the frictional effect which, at the top of the boundary
layer, is presumably small. In this study, the wind in
the boundary layer was taken to be equal to the wind
at ¢=0.895. This fictitious, frictionless flow is used to
solve the reverse balance equation for the mass field in
the boundary layer. The mass field thus obtained will
be reasonable if the boundary layer is nearly barotropic.
Since the temperature is related to ®/ds by the hydro-
static relation, (4.1) represents a three-dimensional
problem. However, if a prescribed temperature T is
substituted for 7 in (4.1), the mathematical complexity
can be reduced drastically. Particularly, if T is treated
as a function of ¢ only, the following simplified equa-
tions of the Poisson type for Inp, and & are derived:

(4.4)
(4.5)

RT 0 V2 Inp,=Gy—gVia,,
Vio=G— (To/Tow) (G—gV%,), o<1,

o=1,

where an asterisk denotes a value at the earth’s surface.
Surface-height 2, is zero in the present study. If the
observational data of p, are available, Eq. (4.4) may
be used inversely to estimate the right-hand side. Once
® is determined from (4.5), then T is obtained from
the hydrostatic relation. As pointed out by Miyakoda
and Moyer (1968), a finite-difference formulation of
the balance equation must be consistent with the
numerical scheme of the prognostic equations to be
used later in the dynamic initialization and the forward
integration.

In the present example, the initial meteorological
data were the wind data representing a simple zonal
flow. The specified flow was from the east with a con-
stant angular velocity, giving the speed of 15.8 m s~ at
the equator. The mass field was obtained by solving
the simplified reverse balance equation. In doing so,
Px at the equator was set to 1010 mb. Also T, was
taken from a climatological mean for the tropics.
Values of ® computed from 7T, were assigned to the
equator.
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In the first phase of the dynamic initialization, the
time integration was performed with a time increment
of 15 min, except that the Euler-backward scheme was
used at the start of integration. Only the momentum
at the lowest three levels was allowed to change with
time. All other quantities remained unaltered. Fig. 4
shows the time variation of wind V(u,9) at ¢=0.992
and at 20°N. The dashed line traces the evolution of
the wind vector point with time. The wind clearly
approaches a certain frictionally balanced flow V. The
time change of V—~Vp is in agreement with what is
implied by (3.3); namely, the vector V— Vg5 makes a
clockwise loop with an inertial period which is about
35 h at 20°N, while it undergoes frictional damping.
After a 40 h integration, the deflection angle of wind
from the initial easterly direction became 23°, and the
speed was reduced to about 709, of the initial value.
The integration may be terminated at about one day
since the change after that is very little. '

Fig. 5 shows the boundary layer structure established
in the model after 40 h of evolution. A dashed line
connects the points of the wind vector at ¢=0.992 at
different latitudes. Wind vectors at 10, 20 and 30°N
are shown by thin solid lines. The wind deflection angle
Increases from zero at the equator to 24° at 3°N, north
of which the angle variation is rather small. The ratio
of wind speed at ¢=0.992 to that at ¢=0.895 is smaller
at the lower latitudes. The northerly component of
wind increases from the equator to 10°N. This causes
frictional mass convergence at the equator. A very
weak meridional correction was introduced in the free
atmosphere wind field in order to compensate for this
convergence after the integration was terminated. The
correction amount D was obtained from the condition

1
/ V- p (V+D)do=0. (4:6)

In this paper, D was assumed to be independent o-
height in the free atmosphere and vanish at the boundf
ary layer. Thick solid lines in Fig. 5 are the hodographs
of wind in the boundary layer at 10, 20 and 30°N.
Those patterns resemble that of the Ekman spiral. The

V {20°N, 0=0992)

-5

m.s”

1

F1G. 4. Evolution of the wind at ¢=0.992 and at 20°N during the first phase of
dynamic initialization. The point of the wind vector is traced by the dashed line.
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FiG. 5. Boundary layer structure established by the dynamic initialization. The
dashed line connects the points of the wind vectors at ¢ =0.992 at different latitudes.
Winds at this level at 10, 20 and 30°N are indicated by thin solid arrows. The
hodographs for those latitudes are shown by thick solid lines. Winds at the equator,
having % component only, are also shown.

winds at the different levels at the equator are also
plotted. The wind there is zonal and increases with
height. Note that, in the present study, the top of the
boondary layer is set at ¢=0.895, i.e., at a height of
uabut 1 km,

The second phase of dynamic initialization was made
through the cyclic integrations. The total number of
time steps was equivalent to that in a 4 h integration.
The wind change during this integration was very small
and the boundary layer structure was well preserved.
Latitudinal distributions of the zonal wind component,
relative vorticity and divergence at the end of the
initialization obtained for this particular case are pre-
sented in Fig. 6. It is seen that the downward decrease
of zonal wind speed is largest at the equator. Between

zonal wind

\
]
1

A

latitude

relative vorticity

[

the equator and about 10°N, the flow near the surface
is characterized by convergence and positive relative
vorticity, while that at the top of boundary layer is
characterized by nondivergence and negative relative
vorticity. The present results indicate that a surface
convergence zone may form at the equator if a simple
zonal flow and uniform sea surface temperature are
specified. In reality, however, the equatorial flow is
more complicated than this.

5. Example 2 : Initialization of a hurricane

An initialization of a tropical cyclone model using
the proposed scheme is attempted in this section. An
initial field is obtained by utilizing only a part of the

divergence
°N

0=0.992

-
-
s

INL L L og

0 -3 -2

10 1 2 3 10 -5 ¢]
‘O—és—l ]O—és—l

F1c. 6. Latitudinal distributions of zonal component of wind, relative vorticity

and divergence at the end

of the dynamic initialization.
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data at hour 80 of the control experiment. Here, the WIND VECTOR DIFFERENCE

control experiment refers to the simulation experiment CONTROL - EXP. A

of Kurihara and Tuleya (1974). Furthermore, starting
from the obtained field, a time integration of the model
is made beyond hour 80 and the result is compared
against that of the control experiment for the corre-
sponding period. The model used in this example and
that in the control experiment is the same. Its main
features were described in the previous section.

At first, the wind data at and above the level ¢ =0.895
only were taken from the data set at hour 80 of the
control experiment. All other quantities except relative
humidity were hypothetically considered unavailable.
As mentioned before, if the balance relation without
frictional effects is applied to the boundary layer, the
wind there should be the fictitious wind which would
be observed in the absence of surface friction. In this
example, the wind at ¢=0.895 was simply assigned to
the lowest three levels. After that, the initial analysis
proceeded as follows:

1) Compute relative vorticity at each level from the
given wind.

2) Obtain streamfunction by relaxation.

3) Recompute the wind from the streamfunction.

4) Solve the simplified reverse balance equation to
obtain the nearly balanced mass field, p, and ®.

5) Compute T by using the hydrostatic relation.

6) Compute the mixing ratio of water vapor from the
specified relative humidity.

In step 4, To had to be known [see Egs. (4.4) and
(4.5)]. The average temperature at the 2000 km radius
from the storm center of the control experiment at hour
80 was used for this purpose. This temperature is
about the same as the actual mean temperature of the

.
< .
-
-
-
v
i
’
7/
i

.
—_—

10 m sec”

F1c. 7. Wind vector difference at ¢=0.992 after 1 h integration:
the control experiment minus Experiment A,

PR

1

hurricane environment. The mean surface pressure at
the 2000 km radius also was obtained from the control
experiment. This value as well as the geopotential
derived from T'y were specified at the 2000 km radius
as the boundary condition for solving the simplified
reverse balance equation. The mass field thus analyzed
agrees well with that of the control case, except in a
very small area near the center where the analyzed p,
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F1G. 9. Time variation of area mean precipitation for the control
experiment (open circles) and for Experiment A (dots).

was higher by 8 mb. In step 6, the relative humidity
at hour 80 of the control experiment was utilized.

The first phase of dynamic initialization was made
by the time integration of the model for a period of
20 h with a scheme similar to that used in the previous
example. A reasonable wind field was established in the
boundary layer. After the integration, a weak divergent
wind correction was added to the free atmosphere to
compensate for the boundary layer convergence. The
second phase of initialization was made by cyclic inte-
gration for a period equivalent to 2 h. During this
phase, - the surface wind decreased slightly, perhaps
because the approach of the boundary layer wind to a
balanced flow was not quite complete at the end of the
first phase. Although the second phase initialization
was carried out, it seems that high-frequency noise in
the model was not appreciable at the start of this phase
since the abovementioned divergent wind addition to
the balanced wind was very small.

The marching integrations of the model beyond hour
80 were made starting from two different initial condi-
tions. For Experiment A, the initial field was prepared
as described above. For Experiment B, the dynamic
initialization was omitted, and the initial field was
provided from the analysis stage.

Fig. 7 shows the wind vector difference between the
control experiment and Experiment A at the lowest
level at hour 81, i.e., at 1 h after the start of integration.
Beyond 200 km radius the difference is very small. The
establishment of boundary layer flow by the proposed
method seems to be acceptable, Within the inner region
an asymmetric difference of several meters per second
is seen. This may be ascribed to the fact that the mass
field was derived at the analysis stage from the simpli-
fied reverse balance equation which did not include
the effect of divergence. It is also possible that the
difference was caused by an unbalanced component of
wind. Experiment A was continued for 24 h. Time
variations of central surface pressure and of the domain-
averaged precipitation are compared, respectively, in
Figs. 8 and 9, against those of the control experiment.
It is encouraging that Experiment A more or less re-

produced the control experiment’s results. The wind
vector difference at the lowest level at hour 81, the
control experiment minus Experiment B, is presented
in Fig. 10. It is clearly shown that the boundary layer
inflow is considerably weaker in Experiment B at 1 h
integration when the marching started from the bal-
anced wind. This experiment was continued for several
hours. A tendency for the storm to approach a state
close to the control experiment was observed in the
later period. It has to be noted that the initial wind in
the boundary layer in Experiment B was azimuthal and
much stronger than the control case. Accordingly, in-
ward deflection of wind after several hours of integra-
tion makes generation of ‘kinetic energy large enough
to maintain the storm. Another reason why the storm
did not deteriorate in Experiment B is that the large
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relative humidity near the storm center was specified
from the control experiment. It is speculated that the
boundary layer inflow at the initial time may be more
crucial in weak disturbances.

6. Summary and remarks

A dynamic initialization scheme to establish the flow
field in the boundary layer of a primitive equation
model is proposed. This scheme can be utilized in or
added to other initialization schemes. First, the mass
field in a boundary layer has te be given from observa-
tion or calculated from the wind field aloft. Then a
dynamically adjusted boundary layer is obtained by
integration of the momentum equation under a dy-
namical constraint. It is recommended that the vertical
diffusion term be treated in an implicit manner. The
boundary layer mass convergence which results is com-
pensated by a forced weak divergence in the free
atmosphere. In the following phase of initialization,
which may be omitted in some cases, possible high-
frequency noise is suppressed by cyclic integration with
a selective damping scheme to yield the initial condition
from which the forward integration of a model can
proceed smoothly.

The proposed scheme was applied to the cases of a
simple zonal flow and a mature tropical cyclone.
Promising results were obtained. In these numerical
examples, the ocean with a constant surface tempera-
ture was assumed at the lower boundary. Nonuniform
boundary conditions, such as a variable surface tem-
perature or a variable surface roughness condition, can
be easily treated by the proposed scheme of ‘dynamic
initialization. Accordingly, a model having land-sea
contrast can be integrated from an initial condition in
which the boundary layer structure over land is differ-
ent from that over ocean. Different conditions over
urban and rural area can be dealt with, too. Another
external factor to influence the boundary layer flow is
topography. Its effect may be similarly incorporated
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in an initialized wind field if the mass field in the
mountain region can be specified.
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