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Abstract	30	
	31	

The	relationship	between	the	North	Atlantic	Oscillation	(NAO)	and	Atlantic	sea	surface	32	

temperature	(SST)	variability	is	investigated	using	models	and	observations.	Coupled	climate	models	33	

are	used	in	which	the	ocean	component	is	either	a	fully	dynamic	ocean,	or	a	slab	ocean	with	no	34	

resolved	ocean	heat	transport.	On	time	scales	less	than	ten	years	NAO	variations	drive	a	tripole	35	

pattern	of	SST	anomalies	in	both	observations	and	models.	This	SST	pattern	is	a	direct	response	of	the	36	

ocean	mixed	layer	to	turbulent	surface	heat	flux	anomalies	associated	with	the	NAO.		37	

On	time	scales	longer	than	ten	years	a	similar	relationship	exists	between	the	NAO	and	the	38	

tripole	pattern	of	SST	anomalies	in	models	that	use	a	slab	ocean.	A	different	relationship	exists	both	39	

for	the	observations	and	for	models	with	a	dynamic	ocean.		In	these	models	a	positive	(negative)	NAO	40	

anomaly	leads,	after	a	decadal-scale	lag,	to	a	monopole	pattern	of	warming	(cooling)	that	resembles	41	

the	Atlantic	Multidecadal	Oscillation	(AMO),	although	with	smaller	than	observed	amplitudes	of	42	

tropical	SST	anomalies.	Ocean	dynamics	are	critical	to	this	decadal	scale	response	in	the	models.	The	43	

simulated	Atlantic	Meridional	Overturning	Circulation	(AMOC)	strengthens	(weakens)	in	response	to	44	

a	prolonged	positive	(negative)	phase	of	the	NAO,	thereby	enhancing	(decreasing)	poleward	heat	45	

transport,	leading	to	broad	scale	warming	(cooling).		46	

We	use	additional	simulations	heat	flux	anomalies	derived	from	observed	NAO	variations	from	47	

1901	to	2014	are	applied	to	the	ocean	component	of	coupled	models.	We	show	that	ocean	dynamics	48	

allow	models	to	reproduce	important	aspects	of	the	observed	AMO,	especially	in	the	subpolar	gyre.		49	

	50	
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1.	Introduction	51	
	52	

Numerous	studies	have	examined	sea	surface	temperature	(SST)	variability	in	the	Atlantic	and	53	

associated	climatic	impacts.	These	studies	have	shown	that	on	short	(interannual)	time	scales	there	54	

exists	a	tripole	pattern	of	SST	anomalies	that	arises	as	a	response	of	the	oceanic	mixed	layer	to	55	

turbulent	surface	heat	flux	anomalies	driven	by	variations	of	the	North	Atlantic	Oscillation	56	

(NAO)(Bjerknes	1964;	Daly	1978;	Cayan	1992;	Battisti	et	al.	1995;	Gulev	et	al.	2013).	A	more	57	

intriguing	question,	with	greater	relevance	for	larger-scale	climate,	is	what	drives	SST	variations	in	58	

the	Atlantic	on	decadal	to	multidecadal	time	scales.	Analyses	of	both	instrumental	data	and	proxy	59	

climate	reconstructions	have	shown	the	existence	of	a	basin	wide	monopole	SST	anomaly	pattern	that	60	

varies	on	multidecadal	time	scales.	This	has	been	called	(Kerr	2000)	the	Atlantic	Multidecadal	61	

Oscillation	(AMO),	or	Atlantic	Multidecadal	Variability	(AMV),	and	has	been	linked	to	numerous	62	

important	climate	phenomena	around	the	world.	These	include	droughts	in	Africa,	changing	tropical	63	

storm	activity	in	the	Atlantic,	and	drought	over	interior	North	America.	(Folland	et	al.	1986;	Enfield	et	64	

al.	2001;	Sutton	and	Hodson	2005;	Knight	et	al.	2006;	Zhang	and	Delworth	2006;	Chylek	et	al.	2009,	65	

2014;	Mahajan	et	al.	2011;	Nigam	et	al.	2011;	Sutton	and	Dong	2012;	Hu	and	Veres	2016)			66	

Many	previous	studies	have	hypothesized	that	this	AMO	pattern	is	a	result	of	variations	in	67	

ocean	circulation	(Bjerknes	1964)	involving	the	Atlantic	Meridional	Overturning	Circulation	(AMOC).	68	

Extensive	prior	work	has	shown	that	AMOC	variations	occur	in	models	on	decadal	to	multidecadal	69	

time	scales,	and	that	these	AMOC	variations	produce	monopole	SST	patterns	in	the	Atlantic	that	70	

resemble	the	observed	AMO	(Delworth	et	al.	1993;	Knight	et	al.	2005;	Danabasoglu	et	al.	2012).	71	

However,	models	vary	widely	in	the	time	scale	of	their	AMOC	and	SST	variability,	and	in	the	72	

underlying	mechanisms	producing	that	AMOC	variability(Grossmann	and	Klotzbach	2009;	Keenlyside	73	

et	al.	2013).	Further,	while	the	models	typically	produce	SST	patterns	that	resemble	observations	in	74	
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the	subpolar	gyre,	the	simulated	anomalies	are	typically	smaller	than	observed	in	the	tropical	North	75	

Atlantic.	Recent	work	(Clement	et	al.	2015)	has	provided	a	different	perspective,	suggesting	that	76	

ocean	circulation	changes	do	not	play	a	substantial	role	in	the	observed	AMO	in	models	with	a	77	

dynamic	ocean.	They	suggest	that	the	AMO	is	a	direct	response	of	the	ocean	to	atmospherically	78	

generated	NAO	variations	and	associated	turbulent	surface	heat	flux	variations,	combined	with	wind-79	

evaporation-SST	feedback	in	the	tropics.	However,	this	new	perspective	is	challenged	by	recent	80	

analyses	showing	that	ocean	dynamics	plays	a	central	role	in	the	AMO	(Zhang	et	al.	2016;	O’Reilly	et	81	

al.	2016).	82	

	83	

In	this	study	we	reexamine	the	connection	between	the	NAO	and	Atlantic	SST	variability	across	84	

a	range	of	time	scales	using	a	combination	of	observational	analyses	and	specifically	designed	climate	85	

model	experiments.	We	show	that	ocean	dynamics	is	critical	to	understanding	the	processes	driving	86	

key	aspects	of	the	AMO	in	models	and	observations,	especially	in	the	subpolar	gyre.	AMO	variability	in	87	

the	subtropics	likely	involves	additional	atmospheric	processes,	such	as	cloud	feedback	(Bellomo	et	88	

al.	2015;	Martin	et	al.	2014)	or	dust	(Evan	et	al.	2009;	Wang	et	al.	2012;	Yuan	et	al.	2016;	Brown	et	al.	89	

2016).		90	

	91	

2.	Observational	Data	and	Model	Simulations	92	
	93	

We	use	a	combination	of	observational	analyses	and	specifically	designed	numerical	94	

experiments.		95	

2.1	Observational	data	96	
	97	

We	use	sea	surface	temperatures	(SST)	from	ERSST(Smith	et	al.	2008)	and	an	index	of	the	NAO	98	

based	on	normalized	station	data	(obtained	from	NCAR/UCAR	Data	Climate	Guide	at	99	
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https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-100	

based)	over	the	Dec-Mar	(DJFM)	period.	We	use	both	annual	mean	and	winter	(DJFM)	mean	SST	and	101	

find	comparable	results,	so	that	we	only	show	results	using	annual	mean	SST.		102	

2.2	Models		103	
	104	

We	use	two	climate	models,	with	two	variants	of	each	model.	The	first	model	is	GFDL	105	

CM2.1(Delworth	et	al.	2006),	consisting	of	an	atmospheric	general	circulation	model	coupled	to	an	106	

ocean	general	circulation	model.	The	horizontal	resolution	of	the	atmosphere	is	approximately	200	107	

km,	with	24	vertical	levels.	The	horizontal	resolution	of	the	ocean	is	approximately	1o,	with	108	

meridional	refinement	to	0.33o	in	the	deep	Tropics.	The	model	ocean	has	50	levels	in	the	vertical.	We	109	

also	use	the	FLOR	model(Vecchi	et	al.	2014)	which	uses	similar	atmospheric	physics	as	CM2.1	but	110	

with	considerably	higher	spatial	resolution	in	the	atmosphere	and	land	(approximately	50	km),	with	111	

32	vertical	levels	in	the	atmosphere.	The	ocean	component	of	FLOR	has	the	same	spatial	resolution	as	112	

CM2.1,	with	similar	physics.	For	each	model	(CM2.1	and	FLOR)	a	variant	is	constructed	(CM2.1_SLAB	113	

and	FLOR_SLAB,	respectively)	in	which	the	dynamic	ocean	component	is	replaced	by	a	slab	of	fixed	50	114	

m	depth,	with	no	interannual	variations	of	ocean	heat	transport.	In	order	for	the	slab	models	to	have	a	115	

realistic	mean	state	and	seasonal	cycle	of	SST	in	the	absence	of	resolved	ocean	heat	transport,	we	add	116	

to	the	slab	ocean	model	an	additional	heat	flux	adjustment	term.	The	flux	adjustments	are	calculated	117	

using	preliminary	separate	simulations	of	the	CM2.1_SLAB	and	FLOR_SLAB	models	in	which	model	118	

SST	are	restored	(with	a	5-day	restoring	time	scale)	to		observed	monthly	SST	over	the	period	1971-119	

2012.	The	observed	monthly	SST	are	interpolated	to	daily	values	for	the	restoring	runs.	The	time-120	

mean	of	the	restoring	heat	flux	used	in	these	simulations	is	then	defined	as	the	heat	flux	adjustment	121	

term	(separate	adjustment	fields	for	the	CM2.1_SLAB	and	FLOR_SLAB	models).	The	heat	flux	122	

adjustment	term	varies	as	a	function	of	space	and	the	seasonal	cycle,	but	is	constant	from	one	year	to	123	
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the	next.	The	various	simulations	of	the	CM2.1_SLAB	and	FLOR_SLAB	models	are	then	conducted	in	124	

which	the	heat	flux	adjustment	terms	are	applied.	Using	these	flux	adjustments,	the	slab	models	have	125	

considerably	reduced	SST	biases	relative	to	the	models	with	dynamic	oceans.	126	

We	conduct	several	types	of	experiments	with	various	sets	of	the	available	models	(CM2.1,	127	

CM2.1_SLAB,	FLOR,	and	FLOR_SLAB).	The	various	experiments	are	listed	in	Table	1,	and	described	128	

below.	With	each	model	we	conduct	multi-century	CONTROL	simulations	in	which	the	atmospheric	129	

composition	and	radiative	forcing	is	held	fixed	at	either	preindustrial	(1860)	or	"modern"	(1990)	130	

conditions.	Using	CM2.1,	CM2.1_SLAB	and	FLOR	we	conduct	experiments	(called	CM2.1_HIST,	131	

CM2.1_SLAB_HIST,	and	FLOR_HIST)	in	which	estimates	of	the	time-varying	radiative	forcing	over	the	132	

period	1861-2015	are	applied	to	the	model.	We	use	ensembles	to	better	define	the	response	to	133	

radiative	forcing.	For	CM2.1	and	CM2.1_SLAB_HIST	we	use	ten-member	ensembles,	whereas	for	134	

FLOR_HIST	we	use	five	member	ensembles.	The	ensemble	members	are	started	from	widely	135	

separated	points	in	their	respective	Control	simulations.	The	response	to	radiative	forcing	is	defined	136	

as	the	ensemble	mean	from	the	simulation	with	time-varying	radiative	forcing	minus	the	ensemble	137	

mean	from	the	corresponding	sections	of	the	Control	simulations.	138	

We	also	conduct	simulations	to	explore	the	response	of	the	system	to	an	imposed	NAO	forcing.	139	

In	these	simulations	we	impose	on	the	model	ocean	an	additional	pattern	of	surface	heat	flux	140	

anomalies	that	has	the	spatial	pattern	of	the	NAO.	The	pattern	of	the	imposed	heat	flux	anomalies	is	141	

shown	in	Fig.	1a	from	Delworth	and	Zeng	(2016).	Specifically,	after	the	atmosphere-ocean	heat	flux	is	142	

calculated	in	the	model,	we	add	an	extra	term	to	the	heat	flux	going	into	the	model	ocean.	This	extra	143	

heat	flux	has	the	spatial	pattern	of	the	NAO.	We	derive	this	pattern	by	computing	a	linear	regression	144	

at	each	grid	point	between	the	time	series	of	surface	heat	fluxes	from	the	ECMWF-Interim	reanalysis	145	

(Dee	et	al.	2011)	and	a	time	series	of	the	observed	NAO	index.	Both	the	NAO	index	and	the	surface	146	
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heat	fluxes	are	time-means	over	the	DJFM	period.	The	surface	heat	flux	includes	the	latent	and	147	

sensible	terms,	as	well	as	shortwave	and	longwave	radiative	terms.	The	spatial	pattern	of	the	NAO-148	

related	heat	flux	anomalies	is	fixed,	but	we	modulate	the	amplitude	of	the	flux	forcing	in	time	in	149	

various	ways	as	described	below.	We	constrain	the	heat	flux	anomaly	so	that	its'	spatial	integral	is	150	

zero.	Therefore,	the	imposition	of	this	anomaly	pattern	does	not	directly	add	heat	to	(or	subtract	heat	151	

from)	the	climate	system.	This	technique	is	similar	to	that	employed	in	an	earlier	pioneering	study	152	

using	an	ocean-only	model	(Eden	and	Jung	2001),	in	contrast	to	the	fully	coupled	model	used	here.		153	

a.	Idealized	forcing	experiments	154	

In	a	first	set	of	experiments	we	add	the	specified	pattern	of	NAO-related	heat	flux	forcing	to	the	155	

ocean	component	of	the	CONTROL	simulations	for	CM2.1,	CM2.1_SLAB,	and	FLOR.	The	NAO	flux	156	

forcing	is	modulated	in	time	by	a	sine	wave	with	a	50-year	period,	whose	amplitude	corresponds	to	157	

one	standard	deviation	of	the	observed	NAO	time	series	(identified	in	Table	1	as	158	

CM2.1_Ctrl_NAO_50yr,	CM2.1_SLAB_Ctrl_NAO_50yr,	and	FLOR_Ctrl_NAO_50yr).	This	50-year	159	

timescale	is	idealized,	but	is	loosely	based	on	the	observed	NAO	variations	over	the	20th	century,	160	

which	have	substantial	variability	on	multidecadal	time	scales	(see,	for	example,	161	

https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-162	

based).	The	simulations	are	100	years	long,	with	10-member	ensembles	for	CM2.1	and	CM2.1_SLAB,	163	

and	5-member	ensembles	for	FLOR.	164	

b.	Realistic	forcing	experiments	165	

In	an	additional	set	of	experiments	we	add	to	the	HIST	simulations	(CM2.1_HIST,	166	

CM2.1_SLAB_HIST,	and	FLOR_HIST)	the	spatial	pattern	of	the	NAO	heat	flux,	but	multiplied	each	year	167	

by	the	observed	value	of	the	NAO	index	over	the	period	1901-2014	for	the	CM2.1	and	SM2.1	models,	168	

and	over	the	period	1951	to	2014	for	the	higher	resolution	(and	more	computationally	expensive)	169	
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FLOR	model.	These	experiments		are	identified	in	Table	1	as	CM2.1_HIST_NAO,	170	

CM2.1_SLAB_HIST_NAO,	and	FLOR_HIST_NAO.	Differences	between	the	experiments	with	NAO	forcing	171	

and	their	counterparts	without	NAO	forcing	(for	example,	CM2.1_HIST_NAO	minus	CM2.1_HIST)	show	172	

the	climatic	impact	of	the	NAO	forcing	added	to	the	model	ocean.	This	yields	some	assessment	of	the	173	

contribution	of	NAO	variations	to	observed	climate	variations	in	terms	of	the	impact	of	the	NAO	on	174	

the	ocean	and	subsequent	feedback	to	the	atmosphere.	In	these	experiments	there	is	no	anomalous	175	

flux	forcing	applied	to	the	atmosphere	–	the	anomalous	NAO	fluxes	are	only	directly	felt	by	the	ocean.	176	

The	observed	NAO	index	is	taken	from	https://climatedataguide.ucar.edu/climate-data/hurrell-177	

north-atlantic-oscillation-nao-index-station-based.	The	heat	flux	anomalies	are	only	applied	over	the	178	

Dec-Mar	period.		We	use	ensembles	to	better	estimate	the	response	to	the	NAO	(10	members	for	179	

CM2.1_HIST_NAO	and	CM2.1_SLAB_HIST_NAO,	and	5	members	for	FLOR_HIST_NAO).		180	

The	simulations	with	dynamic	oceans	have	been	previously	analyzed	and	published	in	181	

(Delworth	and	Zeng	2016)	and	(Delworth	et	al.	2016),	while	the	simulations	with	slab	oceans	have	182	

not	previously	been	analyzed.	183	

We	note	that	the	model	computes	its	own	internal	NAO	variability,	in	addition	to	the	imposed	184	

NAO	forcing.	This	creates	spread	among	the	ensemble	members	in	simulating	the	model	response	to	185	

the	NAO	forcing,	since	the	model	ocean	responds	both	to	the	imposed	NAO	forcing	and	the	internally	186	

generated	NAO	forcing.	We	evaluated	the	spread	of	the	NAO	by	resampling	the	Control	simulations	of	187	

each	model.	Based	on	these	analyses	(see	also	Methods	section	of	Delworth	et	al.,	2016)	we	conclude	188	

that	the	NAO	computed	in	each	model	is	an	important	source	of	noise	and	ensemble	spread,	but	that	189	

the	NAO	forced	signal	is	still	able	to	emerge	from	this	noise	when	the	NAO	forcing	is	of	sufficiently	190	

large	amplitude,	as	is	the	case	for	the	primary	multidecadal	swings	of	the	NAO	in	the	observational	191	

record.	192	
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	193	

3.	Observed	relationship	between	NAO	and	North	Atlantic	SST	194	
	195	

We	first	examine	the	relationship	between	the	NAO	and	SST	in	observations	as	a	function	of	196	

time	scale.	We	filter	the	observed	time	series	for	the	NAO	and	SST	to	retain	either	time	scales	shorter	197	

than	10	years	("High	Pass	filtered",	or	"HP")	or	longer	than	10	years	("Low	Pass	filtered",	or	"LP),	198	

using	a	finite	impulse	response	filter	with	10	weights	(Bloomfield	1976).	We	calculate	the	lagged	199	

correlations	between	the	time	series	of	annual	mean	SST	at	each	grid	point	and	the	NAO	time	series	200	

for	both	the	HP	and	LP	data	over	the	period	1861-2014.		More	specifically,	a	correlation	at	lag	0	refers	201	

to	the	correlation	of	the	NAO	index	for	the	period	of	December	(year	0)	through	March	(year	1)	with	202	

annual	mean	SST	for	January	through	December	of	year	1.	As	discussed	in	the	Appendix,	statistical	203	

significance	was	estimated	using	a	Monte	Carlo	resampling	technique.	We	show	results	in	which	the	204	

time	series	were	not	detrended	prior	to	the	analysis.	When	a	linear	trend	is	removed	prior	to	the	205	

analyses,	we	find	results	that	are	generally	similar	to	those	shown	below,	with	somewhat	larger	206	

amplitudes.			207	

At	short	time	scales	(Fig	1a)	the	largest	amplitude	correlations	occur	in	the	year	immediately	208	

after	the	NAO	maximum	(defined	as	Lag	0),	and	correspond	to	a	tripole	pattern,	with	negative	values	209	

in	the	subpolar	gyre	and	tropical	North	Atlantic,	and	positive	values	in	middle	latitudes.	This	is	210	

consistent	with	atmospheric	surface	flux	forcing	of	the	ocean	mixed	layer,	as	shown	by	many	past	211	

studies	(Cayan	1992;	Battisti	et	al.	1995).	Correlation	coefficients	at	other	lags	are	considerably	212	

smaller.		213	

We	show	the	LP	results	in	Fig.	1b.	There	is	a	tripole-like	pattern	for	small	lags,	but	the	largest	214	

correlations	occur	at	much	larger	lags.	Positive	correlations,	covering	most	of	the	North	Atlantic,	215	
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reach	their	maximum	15-30	years	after	the	NAO	maximum.	This	decadally-lagged	relationship	is	216	

distinctly	different	than	the	direct	surface	flux	forcing	of	the	mixed	layer	shown	for	the	HP	analyses.		217	

We	also	note	that	there	are	significant	negative	correlations	when	SST	leads	the	NAO	by	a	218	

decade	or	two.	We	present	analyses	in	sections	4.2	and	4.4	to	suggest	that	these	negative	correlations	219	

in	fact	represent	a	response	to	a	preceding	negative	phase	of	the	NAO,	just	as	the	positive	correlations	220	

at	a	lag	of	one	to	two	decades	represent	a	response	to	a	positive	phase	of	the	NAO.	Underlying	these	221	

relationships	is	the	fact	that	the	NAO	has	substantial	multidecadal	variability	in	the	(relatively	short)	222	

observed	record.		223	

The	spatial	patterns	of	the	correlation	coefficients	are	shown	in	Figure	2.	The	pattern	with	224	

maximum	correlations	using	HP	data	is	shown	in	Fig.	2a,	occurring	for	annual	mean	SST	immediately	225	

following	the	DJFM	NAO,	and	is	a	clear	tripole.	Shown	in	Fig	2b	are	the	correlations	using	LP	data	226	

when	SST	lags	the	NAO	by	15	years.	The	pattern	is	of	largely	uniform	sign	across	the	basin,	227	

resembling	the	observed	AMO	(Sutton	and	Hodson	2005),	and	is	distinctly	different	than	the	tripole	228	

structure.	We	show	in	Figs	2c-2h	the	temporal	evolution	of	the	LP	SST	signal	with	respect	to	the	NAO.	229	

For	periods	before	the	NAO	maximum,	SST	anomalies	are	generally	negative	over	the	North	Atlantic.	230	

A	few	years	after	the	NAO	reaches	its	maximum,	positive	SST	anomalies	develop	in	the	central	North	231	

Atlantic.	This	region	expands	northward	and	equatorward,	encompassing	most	of	the	North	Atlantic	232	

by	10-15	years	after	the	NAO	maximum,	with	the	largest	signal	in	the	subpolar	North	Atlantic.	The	233	

initial	appearance	of	the	positive	SST	anomaly	in	the	central	North	Atlantic	and	its	subsequent	234	

apparent	propagation	appear	consistent	with	a	significant	role	for	ocean	dynamics,	but	this	is	difficult	235	

to	explore	solely	from	observational	analyses.	We	therefore	turn	to	modeling	experiments	to	explore	236	

further	the	relationship	between	the	NAO	and	Atlantic	decadal	SST	variability.	237	

	238	
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4.	Simulated	relationship	between	NAO	and	North	Atlantic	SST	239	
	240	

In	this	section	we	explore	the	relationship	between	the	NAO	and	North	Atlantic	interannual	to	241	

multidecadal	SST	variability	in	a	suite	of	climate	model	simulations.	242	

	243	
4.1	Control	simulations	244	

	245	

We	first	explore	this	relationship	in	a	set	of	Control	simulations.	We	show	in	Figure	3	the	zonal	246	

means	of	the	correlation	coefficients	between	annual	mean	SST	anomalies	and	the	DJFM	NAO	as	a	247	

function	of	lag.	We	show	results	for	HP	and	LP	filtered	data.	We	also	show	results	for	models	using	248	

either	a	slab	ocean	(left	column)	or	a	dynamic	ocean	(right	column).	For	all	results	with	models	using	249	

a	slab	ocean	model	(ie.,	no	ocean	dynamics),	the	largest	correlations	are	at	Lag	0	(HP	data)	or	are	250	

centered	around	Lag	0	(LP	data),	with	no	substantial	correlations	at	lags	greater	than	+/-	5	years.	This	251	

is	consistent	with	observational	analyses	at	short	time	scales	(compares	Figs.	3a	and	3c	to	Fig.	1a),	but	252	

inconsistent	with	observations	at	long	time	scales	(compare	Figs.	3b	and	3d	to	Fig.	1b).	When	using	a	253	

dynamic	ocean	(right	column	in	Figure	3),	the	models	are	similar	to	observations	at	short	time	scales		254	

(Figs.	3e	and	3g),	with	maximum	correlations	at	lag	one,	and	the	spatial	structure	is	consistent	with	255	

the	tripole	pattern.	The	model	correlations	are	somewhat	weaker	than	those	from	observational	256	

analyses.	This	difference	could	be	related	to	sampling	uncertainty	with	far	fewer	points	in	the	257	

observational	record	or	to	incorrectly	represented	processes	in	the	models.		258	

At	long	time	scales	the	models	with	dynamic	oceans	show	the	maximum	correlation	lagged	a	259	

decade	or	so	after	the	NAO	maximum	(Figs.	3f	and	3h).	This	lag	is	shorter	in	the	models	than	in		260	

observations	(Fig.	1b).	This	phase	lag	between	the	NAO	and	SST	anomalies	at	long	time	scales,	similar	261	

to	observations,	only	appears	when	ocean	dynamics	are	considered.	262	
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We	show	in	Figure	4	the	spatial	pattern	of	the	correlations	between	SST	and	the	NAO	at	the	lag	263	

corresponding	to	the	largest	correlations	based	on	Fig.	3.	For	all	of	the	cases	using	HP	data	(left	264	

column)	the	maximum	correlation	occurs	for	the	year	immediately	after	the	NAO	maximum,	and	265	

resembles	the	tripole	pattern.	This	was	true	regardless	of	whether	the	model	used	a	slab	ocean(Figs.	266	

4a	and	4c)	or	a	dynamic	ocean	(Figs.	4b	and	4d).	In	contrast,	there	are	differing	behaviors	using	LP	267	

data	(right	column).	For	the	models	with	slab	oceans	(Figs.	4e	and	4g)	the	maximum	correlation	is	268	

also	at	the	year	immediately	following	the	NAO	maximum,	and	the	spatial	correlation	is	the	familiar	269	

tripole	pattern.	In	contrast,	for	models	with	dynamic	oceans	(Figs.	4f	and	4h)	the	maximum	270	

correlation	occurs	approximately	7-10	years	after	the	NAO	maximum,	and	is	characterized	by	a	271	

monopole,	AMO-like	pattern	over	the	North	Atlantic,	somewhat	resembling	the	observations	(Figure	272	

1b),	although	with	a	smaller	than	observed	amplitude	in	the	tropical	North	Atlantic.	Again,	this	points	273	

to	a	fundamental	role	of	ocean	dynamics	for	decadal	scale	Atlantic	SST	variability,	especially	in	the	274	

subpolar	gyre	region.	275	

	276	

4.2	Simulations	with	periodic	NAO	forcing	277	
	278	

We	further	explore	the	relationship	between	the	NAO	and	Atlantic	SST	anomalies	by	analyzing	279	

simulations	using	a	50	year	idealized	NAO	forcing		using	the	CM2.1,	CM2.1_SLAB,	and	FLOR	models.	280	

Normalized		time	series	of	the	idealized	NAO	variability	and	associated	heat	flux	forcing	in	the	281	

subpolar	gyre	are	shown	in	Fig.	5a.	Positive	NAO	values	are	associated	with	strengthened	westerly	282	

winds	over	the	subpolar	North	Atlantic.	These	in	turn	lead	to	negative	heat	flux	anomalies,	where	a	283	

negative	heat	flux	anomaly	denotes	enhanced	ocean	to	atmosphere	heat	flux.		284	

For	the	model	with	a	slab	ocean	(Fig.	5b)	the	zonal	mean	SST	response	to	the	50	year	NAO	285	

forcing	is	largely	in	phase	with	the	NAO	flux	forcing	(Fig.	5a),	but	with	a	small	lag.	Here,	"in	phase"	286	



	 	

	 	 	 	 13	

means	that	negative	SST	anomalies	in	the	subpolar	gyre	occur	at	the	same	time	as	a	positive	phase	of	287	

the	NAO	(with	enhanced	ocean	to	atmosphere	heat	flux	which	leads	to	cooling	of	the	ocean	mixed	288	

layer).	The	small	phase	lag	between	the	maximum	NAO	and	the	coolest	SSTs	represents	the	finite	heat	289	

capacity	of	the	50	meter	mixed	layer	ocean,	such	that	the	mixed	layer	temperature	lags	the	forcing	290	

somewhat.	The	above	results	show	that	the	response	is	dominated	by	the	direct	effects	of	the	291	

turbulent	surface	heat	fluxes	on	the	upper	ocean.		292	

In	contrast,	for	the	two	models	with	dynamic	oceans	(Figs.	5c	and	5d),	positive	SST	anomalies	293	

over	the	subpolar	gyre	lag	the	NAO	by	5-10	years.	This	behavior	reflects	the	role	of	ocean	dynamics,	294	

and	shows	a	fundamentally	different	relationship	between	the	NAO	and	Atlantic	SSTs	at	middle	and	295	

high	latitudes	in	the	presence	of	a	dynamic	ocean	(Bjerknes	1964;	Eden	and	Jung	2001).	With	a	296	

dynamic	ocean	the	dominant	response	on	long	time	scales	(ie,	to	the	50	year	forcing)	is	not	the	direct	297	

flux	forced	tripole	pattern,	but	a	lagged	monopole	pattern	that	arises	due	to	a	lagged	response	of	the	298	

AMOC	(Delworth	and	Zeng	2016).	In	the	models	with	dynamic	oceans	the	NAO	forcing	extracts	heat	299	

from	the	subpolar	gyre,	leading	to	an	increase	of	upper-ocean	density,	oceanic	convection,	deepwater	300	

formation,	and	the	AMOC.	The	AMOC	response	to	the	50	year	NAO	forcing	is	shown	in	Figs.	5e	and	5f.	301	

The	periodic	NAO	forcing	generates	a	periodic	AMOC	variability,	with	the	AMOC	lagging	the	forcing	by	302	

a	few	years.	The	positive	(negative)	AMOC	anomalies	induce	stronger	(weaker)	than	normal	poleward	303	

heat	transport	in	the	North	Atlantic	(Fig.	5g),	leading	to	widespread	warming	(cooling)	in	the	North	304	

Atlantic.	The	accumulating	heat	in	the	subpolar	gyre	associated	with	enhanced	ocean	heat	transport	305	

leads	to	a	lag	of	several	years	between	the	maximum	AMOC	anomaly	and	the	maximum	SST	anomaly.		306	

We	further	illustrate	in	Fig.	6	the	relationships	on	decadal	scales	between	the	NAO	and	large-307	

scale	simulated	SST	by	computing	lead-lag	correlations	between	the	simulated	SST	response	in	the	50	308	

year	NAO	forcing	experiments	and	the	imposed	NAO	anomaly,	similar	to	Figs	1	and	3.	For	the	slab	309	
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ocean	case	(Fig.	6a),	the	largest	negative	correlations	occur	at	a	small	lag	with	respect	to	the	NAO.	310	

This	again	shows	that	the	slab	ocean	response	is	dominated	by	the	direct	impact	of	the	anomalous	311	

surface	heat	flux	forcing,	with	a	small	lag	due	to	the	thermal	capacity	of	the	ocean	mixed	layer.		312	

For	both	the	CM2.1	and	FLOR	simulations	with	dynamic	ocean,		the	maximum	positive	313	

correlations	lag	the	imposed	NAO	forcing	by	approximately	10	years,	demonstrating	that	the	NAO	314	

forcing	induces	a	warming	of	the	North	Atlantic	with	a	decadal-scale	lag.	We	note	that	there	are	also	315	

negative	correlations	for	periods	preceding	the	NAO	forcing,	reminiscent	of	the	observational	316	

analyses	in	Fig.	1b.	The	North	Atlantic	SST	responds	to	a	positive	phase	of	the	NAO	with	a	delayed	317	

warming	as	a	result	of	a	decadal-scale	adjustment	of	the	AMOC	to	the	NAO	forcing.	A	similar	process	318	

occurs	in	response	to	a	negative	NAO.	The	negative	correlations	for	negative	lags	indicate	a	319	

weakening	of	the	AMOC	in	response	to	the	negative	phase	of	the	NAO	which	precedes	the	positive	320	

phase	of	the	NAO	by	25	years	in	these	idealized	experiments.		These	results	are	of	relevance	for	321	

interpreting	the	observational	analyses	in	Fig.	1b.	During	the	instrumental	record	the	observed	NAO	322	

has	been	characterized	by	substantial	multidecadal	variability	(see	323	

https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-324	

based),	with	positive	NAO	phases	in	the	early	and	late	20th	century,	and	negative	phases	in	the	late	325	

19th	and	mid	20th	centuries.	The	model	results	shown	in	Fig.	6	suggest	that	the	observed	negative	326	

correlations	in	Figure	1b	for	negative	lags	may	be	related	to	multidecadal	variability	in	the	observed	327	

NAO.	Just	as	for	the	model	results	in	Fig.	6,	the	observed	negative	correlations	at	negative	lags	may	be	328	

the	lagged	response	to	a	negative	phase	of	the	NAO,	which	precedes	the	positive	phase	of	the	NAO	by	329	

several	decades	in	both	the	observations	and	the	idealized	simulations.	This	is	explored	further	in	330	

section	4.4.		331	

	332	
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4.3	Results	from	other	models	333	
	334	

In	order	to	provide	some	assessment	of	the	robustness	of	the	NAO	relationship	with	simulated	335	

North	Atlantic	decadal	SST	variability,	we	repeat	the	correlation	analyses	shown	in	Fig.	3	using	a	336	

variety	of	control	simulations	from	the	CMIP5	archive.	The	results	are	shown	in	Fig.	7,	and	indicate	337	

that	many	(but	not	all)	models	have	a	similar	relationship	between	the	NAO	and	decadal	scale	North	338	

Atlantic	SST	variability.	Somewhat	similar	behavior	is	seen	in	ACCESS1-0,	NorESM1-M,	CCSM4,	MPI-339	

ESM-LR,	MPI-ESM-MR,	CSIRO-Mk3-6-0,	IPSL-CM5A-LR	and	IPSL-CM5-MR.	Rather	different	behavior,	340	

however,	is	seen	in	HadGEM2C-CC	and	MIROC-ESM-CHEM.	The	details	can	vary	widely,	however,	and	341	

may	be	sensitive	to	a	number	of	factors,	including	the	spatial	structure	of	the	model	simulated	NAO,	342	

the	climatological	ocean	circulation,	regions	of	simulated	deep	water	formation,	and	the	overall	343	

structure	of	biases	in	the	model	simulation.	The	overall	results	are	sufficiently	similar	to	suggest	that	344	

the	results	shown	in	Fig.	3	are	not	unique	to	the	GFDL	models,	but	substantial	uncertainty	remains.	345	

	346	

4.4	Simulations	of	20th	and	21st	centuries	347	
	348	

We	next	analyze	the	output	from	experiments	using	a	realistic	time	history	of	NAO	forcing	to	349	

provide	a	perspective	on	the	relationship	between	the	NAO	and	Atlantic	decadal	SST	variations	in	the	350	

observed	record.	For	example,	differences	between	CM2.1_HIST_NAO	and	CM2.1_HIST	reflect	the	351	

impact	of	the	observed	NAO	variations	on	the	climate	system	over	the	period	1901-2014.	For	each	352	

model	we	use	ensembles	to	improve	the	signal	to	noise	ratio	(ten-member	ensembles	for	CM2.1	and	353	

CM2.1_SLAB,	5-member	ensembles	for	FLOR).	We	note	that	the	FLOR	simulations	only	go	from	1951-354	

2015	due	to	the	greater	computational	expense	of	the	FLOR	model.		355	

We	show	in	Figure	8a	the	time	series	of	the	observed	NAO,	and	in	Figure	8b	the	time	series	of	356	

the	imposed	surface	heat	flux	anomalies	over	the	Labrador	Sea	that	are	associated	with	the	observed	357	
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NAO	anomalies	(these	are	the	extra	fluxes	added	in	the	"NAO"	experiments).	The	heat	flux	anomalies	358	

are	only	applied	over	December-March,	with	zero	anomalies	over	the	rest	of	the	year;	the	time	series	359	

shown	in	Figure	8a	is	expressed	here	as	annual	means.	The	positive	heat	flux	anomalies	in	the	1960s	360	

and	1970s	are	consistent	with	negative	NAO	anomalies	in	that	time	period,	resulting	in	reduced	ocean	361	

to	atmosphere	heat	fluxes	(appearing	here	as	positive	heat	flux	anomalies	into	the	ocean).	We	show	in	362	

Figure	8c	the	time	series	of	annual	mean	observed	SST	anomalies	averaged	over	the	domain	600W-363	

200W,	and	300N-650N.	This	clearly	shows	multidecadal	warming	and	cooling	associated	with	the	364	

AMO.	In	Figs.	8d	and	8e	we	show	the	simulated	response	to	the	observed	NAO	flux	anomalies	using	365	

CM2.1	and	FLOR,	respectively,	averaged	over	the	same	domain	as	the	observations.	Both	models	366	

capture	the	essence	of	the	observed	AMO	signal	in	the	extratropical	North	Atlantic,	with	negative	367	

(positive)	SST	anomalies	appearing	a	decade	or	so	after	the	NAO	minimum	(maximum).	In	both	cases	368	

the	SST	response	is	associated	with	a	lagged	response	of	the	AMOC	to	the	NAO	fluxes	(see	Fig.	1	in	369	

Delworth	et	al.,	2016),	thereby	altering	oceanic	heat	transport	and	creating	basin	scale	monopole	SST	370	

anomaly	patterns.	We	show	in	Fig.	8f	the	results	using	CM2.1_SLAB.	When	we	replace	the	dynamic	371	

ocean	of	CM2.1	with	the	50	m	slab	ocean,	the	response	to	exactly	the	same	set	of	NAO	surface	heat	372	

flux	anomalies	is	substantially	different.	In	the	slab	model	negative	SST	anomalies	are	a	direct	373	

response	to	a	positive	phase	of	the	NAO.	Therefore,	while	both	observations	and	the	models	with	the	374	

dynamic	ocean	show	widespread	warming	in	the	1990s	and	2000s	(a	delayed	response	to	the	positive	375	

phase	of	the	NAO),	the	slab	model	shows	pronounced	negative	SST	anomalies	in	the	1990s	and	2000s,	376	

opposite	to	the	observed	signal.	Therefore,	we	conclude	that	ocean	dynamics	are	an	essential	part	of	377	

the	processes	governing	AMO-like	SST	variations	over	the	subpolar	gyre	in	the	models,	and	also	in	378	

observations.		379	
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The	observations	(Fig.	8c)	show	a	rapid	warming	in	the	1990s	in	the	North	Atlantic.	We	show	380	

the	spatial	pattern	of	that	warming,	relative	to	the	cool	period	of	the	1970s	and	early	1980s,	in	Figure	381	

9a.	The	observations	show	warming	extending	from	the	subpolar	to	the	subtropical	North	Atlantic.	382	

We	show	the	degree	to	which	each	of	the	models	is	able	to	simulate	that	warming	in	response	to	383	

historical	radiative	forcing	and/or	NAO	flux	forcing.		The	left	column	shows	the	SST	response	due	to	384	

radiative	forcing	alone	(HIST	simulations),	the	middle	column	shows	the	SST	response	due	to	both	385	

radiative	forcing	and	the	imposed	NAO	flux	anomalies	(HIST_NAO	simulations),	and	the	right	column	386	

shows	the	impact	of	only	the	NAO	flux	forcing,	estimated	as	the	HIST_NAO	simulations	minus	the	HIST	387	

simulations.	The	left	column	shows	substantial	warming	due	purely	to	radiative	forcing,	primarily	388	

equatorward	of	40oN	for	the	models	with	dynamic	ocean.	The	model	with	a	slab	ocean	shows	very	389	

large	warming	extending	poleward	of	70oN.	The	areal	mean	warming	with	the	slab	ocean	model	is	2.5	390	

times	larger	than	observed,	likely	related	to	the	small	effective	ocean	heat	capacity	of	the	50	m	slab	391	

ocean..		392	

The	middle	column	shows	the	results	when	including	the	NAO	forcing	in	addition	to	the	393	

radiative	forcing.	While	there	is	very	little	change	(relative	to	HIST)	for	the	model	with	a	slab	ocean,	394	

the	warming	for	CM2.1	and	FLOR	extends	much	further	north,	into	the	Nordic	Seas.	The	impact	of	the	395	

NAO	is	isolated	in	the	third	column	by	substracting	the	HIST	results	from	the	HIST_NAO	results.	This	396	

shows	that	for	the	models	with	dynamic	oceans	the	extratropical	warming	(from	the	1970s	to	the	397	

1990s)	has	a	very	significant	contribution	from	NAO	forced	ocean	circulation	changes.	In	contrast,	the	398	

slab	ocean	shows	little	additional	impact	from	the	NAO	forcing.		399	

The	CM2.1_HIST_NAO	simulation	extends	from	1901	to	2014,	and	the	CM2.1_HIST	covers	the	400	

period	1861	to	2014.	We	can	therefore	compute	lead-lag	correlations	between	the	observed	NAO	and	401	

SST	in	each	of	these	two	simulations,	similar	to	Figure	1.	These	are	shown	in	Figure	10	for		the	402	
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CM2.1_HIST_NAO	simulations	(top	panel)	and	the	CM2.1_HIST	simulations	(bottom	panel).		A	number	403	

of	features	are	present.	First,	we	note	that	the	CM2.1_HIST_NAO	simulations	have	weak	negative	404	

correlations	when	SST	leads	the	NAO	by	approximately	20	years,	somewhat	similar	to	the	405	

observations	in	Fig.	1b.	As	discussed	with	regard	to	Figure	6,	one	interpretation	of	this	is	that	these	406	

negative	correlations	reflect	a	weakening	of	the	AMOC	(and	hence	negative	SST	anomalies)	in	407	

response	to	a	previous	negative	phase	of	the	NAO.	We	note	that	the	observed	NAO	in	the	20th	century	408	

is	characterized	by	clear	multidecadal	variability.	When	we	impose	this	NAO	forcing	on	the	model	409	

ocean,	as	in	CM2.1_HIST_NAO,	we	reproduce	some	aspects	of	the	negative	correlations	between	SST	410	

and	the	NAO	when	SST	leads	the	NAO.	In	contrast,	this	negative	correlation	is	absent	in	the	bottom	411	

panel	in	which	there	are	no	imposed	NAO	anomalies.	This	provide	support	to	the	idea	that	the	412	

negative	correlations	that	occur	when	SST	leads	the	NAO	by	a	decade	or	two	are	a	result	of	the	413	

weakened	AMOC	in	response	to	a	prior	negative	phase	of	the	NAO.	414	

We	also	note	that	there	are	positive	correlations	when	SST	lags	the	NAO	by	a	decade	or	so	in	415	

the	CM2.1_HIST_NAO	simulations,	as	we	have	seen	previously.	These	have	largest	values	in	the	416	

subpolar	gyre,	consistent	with	our	previous	analyses.	We	also	note	modest	positive	correlations	in	the	417	

NAO_HIST	simulations.	This	relationship	is	weak	and	likely	insignificant,	and	could	result	from	some	418	

similar	aspects	of	long	term	trends	in	the	observed	NAO	and	the	response	of	the	North	Atlantic	ocean	419	

to	radiative	forcing	changes.		420	

In	summary,	the	above	results	suggest	that	that	multidecadal	variations	of	North	Atlantic	SST	421	

are	a	combination	of	the	response	to	changing	radiative	forcing	and	to	multidecadal	ocean	circulation	422	

changes	induced	by	multidecadal	NAO	variations.	For	these	models	with	a	dynamic	ocean,	the	NAO	423	

driven	changes	have	largest	amplitude	in	the	middle	and	higher	latitudes	of	the	North	Atlantic,	424	

whereas	at	lower	latitudes	the	relative	impact	of	radiative	forcing	is	larger.	This	decomposition	425	
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occurs	in	models	for	which	NAO	driven	AMOC	variability	results	in	a	much	smaller	response	in	the	426	

tropical	North	Atlantic	than	in	the	subpolar	North	Atlantic.	It	is	possible	that	this	small	tropical	427	

response	is	related	to	deficiencies	in	model	processes,	such	as	cloud	or	dust	feedbacks.	If	that	were	428	

the	case	the	potential	importance	of	NAO	driven	AMOC	and	ocean	heat	transport	variability	for	429	

tropical	North	Atlantic	climate	variability	could	be	larger.	430	

We	note	that	our	results	provide	some	contrast	to	a	recent	study	on	this	topic	(Clement	et	al.	431	

2015),	in	which	it	was	concluded	that	the	AMO	in	models	with	a	dynamic	ocean	is	mainly	due	to	the	432	

direct	influence	of	NAO	variations	on	the	heat	budget	of	the	ocean	mixed	layer,	combined	with	wind-433	

evaporation-SST	feedback	in	the	tropics.	The	pattern	of	surface	flux	forcing	employed	in	the	current	434	

study	is	similar	in	character	to	the	dominant	pattern	of	coupled	ocean-atmosphere	variability	in	their	435	

study	that	resembled	the	NAO.	Nevertheless	our	results	point	to	the	importance	of	ocean	dynamics	436	

through	a	delayed	response	of	the	AMOC	and	resultant	changes	to	basin-scale	meridional	oceanic	heat	437	

transport,	especially	for	the	subpolar	gyre	of	the	North	Atlantic.	438	

	439	

5.		Summary	and	Discussion	440	
	441	

Using	observations	and	models	we	have	examined	the	relationship	between	the	North	Atlantic	442	

Oscillation	(NAO)	and	Atlantic	decadal	SST	variations.	Consistent	with	many	previous	studies,	on	443	

short	time	scales		NAO	related	surface	heat	flux	anomalies	drive	a	tripole	pattern	of	SST	anomalies	in	444	

the	Atlantic.	On	decadal	and	longer	time	scales	there	is	a	lagged	response	of	the	ocean	to	the	NAO	445	

fluxes,	with	the	AMOC	playing	a	prime	role	in	modulating	meridional	oceanic	heat	transport	and	446	

generating	an	AMO-like	SST	response.	A	prolonged	positive	phase	of	the	NAO	enhances	the	AMOC	447	

after	a	decadal-scale	delay.	448	
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We	further	show	that	ocean	dynamics	are	crucial	to	the	relationship	on	decadal	scales.	We	use	449	

simulations	with	slab	oceans	to	show	that	without	ocean	dynamics	the	relationship	of	Atlantic	450	

decadal	SST	anomalies	to	the	NAO	is	nearly	opposite	to	that	in	models	with	ocean	dynamics,	primarily	451	

over	the	subpolar	gyre,	and	different	from	observations.	Further,	the	NAO-SST	relationship	in	models	452	

with	ocean	dynamics	bears	a	considerable	resemblance	in	middle	and	higher	latitudes	of	the	North	453	

Atlantic	to	the	relationship	diagnosed	from	observations.		454	

In	the	models	used	for	the	present	study	the	phase	lag	between	the	NAO	and	Atlantic	decadal	455	

SST	anomalies	is	shorter	than	that	seen	in	observations.	It	is	difficult	to	properly	characterize	this	456	

relationship	given	the	short	observational	record.	However,	this	difference	is	consistent	with	the		457	

relatively	short	timescale	of	AMOC	variability	in	these	models	(20-30	years)	relative	to	the	timescale	458	

of	the	observed	AMO.	The	response	of	models	to	NAO	variability	is	a	key	aspect	of	Atlantic	decadal	459	

variability,	and	is	an	important	component	underlying	the	physical	basis	for	decadal	prediction.	It	is	460	

important	to	stress	that	atmospheric	circulation	variability	in	addition	to	the	NAO	may	be	very	461	

important	for	driving	Atlantic	ocean	variability	(Barrier	et	al.	2014).	462	

The	resemblance	of	the	models	to	observations	is	weaker	over	the	subtropical	North	Atlantic	463	

than	over	the	subpolar	North	Atlantic.	This	discrepancy	highlights	the	importance	of	additional	464	

atmospheric	processes,	some	not	well	captured	in	many	current	models,	which	influence	decadal-465	

scale	variability	over	the	North	Atlantic.	The	impact	of	time-varying	anthropogenic	aerosols	(Booth	et	466	

al.	2012),	dust	emissions	from	the	African	continent	(Evan	et	al.	2009)	,	as	well	as	cloud	feedback	and	467	

circulation	linkages	(Martin	et	al.	2014),	may	be	critical	for	Atlantic	variability.	Variations	of	the	North	468	

Atlantic	Oscillation	are	one	mechanism	contributing	to	the	observed	decadal-scale	variability	of	the	469	

North	Atlantic	through	its	impact	on	the	AMOC,	but	a	more	complete	understanding	of	observed	470	

Atlantic	decadal	variability	needs	to	properly	account	for	all	of	the	important	additional	factors.	This	471	
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is	particularly	important	since	many	of	the	large-scale	tropical	climatic	impacts	associated	with	472	

Atlantic	decadal	SST	variability	are	influenced	most	strongly	by	the	SST	signal	in	the	tropical	North	473	

Atlantic.	It	is	critical	that	models	improve	their	ability	to	faithfully	represent	all	of	these	important	474	

processes	to	allow	us	a	better	quantitative	assessment	of	the	processes	governing	observed	Atlantic	475	

changes.	Such	improved	understanding	would	then	lend	increased	confidence	to	our	predictions	of	476	

future	changes.			477	

	478	
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Appendix	–	Statistical	testing	for	Figures	1,	3,	6,	and	10	497	

Figure	1	is	constructed	by	first	computing	the	linear	correlation	coefficients	between	the	498	

observed	NAO	index	and	the	time	series	of	observed	SST	at	each	grid	point	in	the	North	Atlantic.	Prior	499	

to	the	analysis	the	NAO	and	SST	data	were	subject	to	either	a	low-pass	(longer	then	ten	years)	or	500	

high-pass	(shorter	than	ten	years)	filter.	The	correlation	analysis	is	performed	for	various	leads	and	501	

lags.	The	correlation	values	are	then	zonally	averaged	over	the	longitudinal	span	60oW-20oW,	and	502	

then	plotted	as	a	function	of	lag	and	latitude.	The	analysis	using	high-pass	filtered	data	is	shown	in	503	

Figure	1a,	and	using	low-pass	filtered	data		in	Fig.	1b.		504	

We	assess	the	significance	of	these	plotted	values	using	the	following	resampling	strategy.	A	505	

similar	strategy	is	used	for	both	Fig.	1a	and	1b.	We	use	observed	time	series	of	both	the	NAO	and	SST	506	

over	the	period	1864-2014	(151	years	total),	using	the	NDJF	seasonal	mean	for	the	NAO	and	annual	507	

means	for	SST.	In	our	resampling	strategy	we	first	choose	a	year	at	random	between	1864	and	2014.	508	

We	then	create	a	new	"shuffled"	NAO	time	series.	The	first	part	of	this	new	"shuffled"	time	series	509	

consists	of	the	original	NAO	time	series	starting	from	the	chosen	random	year,	continuing	to	2014;	the		510	

second	part	of	the	time	series	uses	the	original	NAO	data	from	1864	to	the	year	before	the	randomly	511	

chosen	year.	For	example,	if	the	random	year	were	1922,	then	the	shuffled	NAO	time	series	would	512	

consist	of	the	original	NAO	time	series	value	from	1922-2014,	followed	immediately	by	the	original	513	

NAO	time	series	from	1864-1921.	This	"shuffled"	time	series	has	many	of	the	same	temporal	514	

properties	as	the	original	NAO	time	series,	but	the	starting	year	is	redefined.	We	then	choose	a	second	515	

random	year	to	do	a	similar	"reshuffling"	process	to	the	time	series	of	observed	annual	mean	SST,	516	

using	the	same	random	year	to	perform	the	reshuffling	for	SST	at	each	grid	point.	Thus,	the	NAO	and	517	

SST	time	series	have	been	independently	reshuffled.	We	now	compute	the	linear	correlation	518	

coefficients		between	the	reshuffled	NAO	and	SST	time	series	at	each	grid	point.	We	then	compute	the	519	
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zonal	average	of	the	correlations	over	the	range	60oW	to	20oW.	We	repeat	the	above	process	10,000	520	

times	to	form	a	distribution	for	each	latitude	and	lag	of	the	zonal	mean	correlations	between	521	

randomly	reshuffled	NAO	and	SST	time	series.	Threshold	values	in	those	distributions	are	found	such	522	

that	10%	of	the	distribution	has	values	smaller	than	the	first	threshold,	and	10%	of	the	distribution	523	

has	values	larger	than	the	second	threshold.	Hatching	is	placed	in	Figure	1	on	those	grid	points	where	524	

the	correlation	values	are	between	the	two	thresholds.	We	note	that	when	computing	lagged	525	

correlations	the	number	of	points	in	the	correlation	calculation	is	reduced	by	the	lag	in	use	(ie,	for	lag	526	

10	there	are	10	fewer	points	in	the	correlation	calculations).	We	therefore	compute	a	separate	527	

distribution	for	each	length	of	time	series	ranging	from	151	(original	time	series)	to	131	(lag	20),	and	528	

use	the	appropriate	distribution	for	each	lag	to	calculate	the	threshold	values.		529	

By	chance	we	would	expect	80%	of	the	points	to	have	hatching	and	20%	of	the	points	to	have	530	

no	hatching.	For	the	area	poleward	of	30oN	(where	we	have	an	a	priori	expectation	that	on	long	time	531	

scales	the	NAO	will	lead	SST),	we	calculate	that	40%	of	the	points	have	no	hatching	in	Fig.	1b,	which	is	532	

substantially	larger	than	the	20%	one	would	expect	from	chance.	We	therefore	conclude	that	there	is	533	

a	statistically	meaningful	correlation	between	the	NAO	and	SSTs	at	long	time	scales,	especially	in	the	534	

mid	and	higher	latitudes	of	the	North	Atlantic.	535	

Figure	3	is	constructed	in	a	similar	fashion	to	Figure	1,	but	using	model	output	from	three	536	

separate	Control	simulations.	At	each	lag,	the	correlations	(calculated	between	the	model's	SST	and	537	

NAO)	are	zonally	averaged	over	60oW	to	20oW	in	the	North	Atlantic	for	each	latitude	band.	We	place	538	

stippling	over	latitudes	and	lags	that	are	not	statistically	significant.	This	assessment	was	based	on	539	

the	following:	at	each	grid	point,	and	for	each	lag,	we	use	a	Student's	t	test	to	assess	whether	the	540	

correlation	coefficient	was	significantly	different	from	zero	at	the	90%	confidence	level	for	that	541	

particular	lag.	We	then	evaluate,	for	each	lag	and	latitude,	how	many	points	in	the	zonal	band	from	542	
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60oW	to	20oW	are	significant	by	that	metric.	Separately,	we	evaluate	the	number	of	grid	points	that	543	

would	be	expected	to	pass	such	a	significance	test	by	chance	at	various	levels	of	confidence.	The	544	

regions	without	(with)	stippling	indicate	areas	where	this	value	of	the	zonal	mean	correlation	has	less	545	

than	(greater	than)	a	10%	chance	of	occurring	by	chance.	A	similar	method	was	used	to	assess	546	

statistical	significance	in	Figures	6	and	10,	with	the	exception	that	for	Figure	10	the	regions	without	547	

(with)	stippling	indicate	areas	where	this	value	of	the	zonal	mean	correlation	has	less	than	(greater	548	

than)	a	20%	chance	of	occurring	by	chance.	We	have	performed	these	tests	with	varying	confidence	549	

levels	and	estimates	of	degrees	of	freedom,	but	the	essential	results	are	largely	robust.	550	
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Table	1	List	of	experiments	669	

Experiment	Name	 Model	 Atmos.	
resolution	

Ocean	
Type	

Radiative	
Forcing	

Extra	NAO		
Forcing	

1.	CM2.1_Ctrl	 CM2.1	 ~200	km	 Dynamic	 Constant	
1860	

None	

2.	CM2.1_Ctrl_NAO_50yr	 CM2.1	 ~200	km	 Dynamic	 Constant	
1860	

50-year	
periodic	

3.	CM2.1_HIST	 CM2.1	 ~200	km	 Dynamic	 Historical	
1951-2014	

None	

4.	CM2.1_HIST_NAO	 CM2.1	 ~200	km	 Dynamic	 Historical	
1951-2014	

Observed		
1951-2014	

5.	CM2.1_SLAB_Ctrl	 CM2.1_SLAB	 ~200	km	 50	m.	
Slab	

Constant	
1860	

None	

6.	CM2.1_SLAB_HIST	 CM2.1_SLAB	 ~200	km	 50	m.	
Slab	

Historical	
1901-2014	

None	

7.	CM2.1_SLAB_HIST_NAO	 CM2.1_SLAB	 ~200	km	 50	m.	
Slab	

Historical	
1901-2014	

Observed		
1901-2014	

8.	CM2.1_SLAB_Ctrl_NAO_50yr	 CM2.1_SLAB	 ~200	km	 50	m.	
Slab	

Constant	
1860	

50-year	
periodic	

9.	FLOR_Ctrl	 FLOR	 ~	50	km	 Dynamic	 Constant	
1860	

None	

10.	FLOR_Ctrl_NAO_50yr	 FLOR	 ~	50	km	 Dynamic	 Constant	
1860	

50-year	
periodic	

11.	FLOR_HIST	 FLOR	 ~50	km	 Dynamic	 Historical	
1951-2014	

None	

12.	FLOR_HIST_NAO	 FLOR	 ~50	km	 Dynamic	 Historical	
1951-2014	

Observed		
1951-2014	

13.	FLOR_SLAB_Ctrl	 FLOR_SLAB	 ~50	km	 50	m.	
Slab	

Control	
1990	

None	

	670	

	671	
	672	
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Figure	Captions	673	
	674	
Figure	1	Zonal	averages	of	the	lagged	correlations	between	annual	mean	SST	and	the	NAO	(for	DJFM)	675	

based	on	observations.		Correlations	were	first	computed	at	each	grid	point,	and	then	zonally	676	

averaged	from	60oW	to	20oW.	Negative	(positive)	lags	denote	years	prior	to	(after)	a	maximum	in	the	677	

NAO.		Lag	zero	indicates	a	correlation	between	the	NAO	(Dec,	year	0	through	Mar,	year	1)	with	annual	678	

mean	SST	(Jan,	year	1	through	Dec,	year	1).	(a)	Correlations	calculated	using	High	Pass	data	(filtered	679	

to	retain	time	scales	shorter	than	10	years).	(b)	Correlations	calculated	using	Low	Pass	data	(filtered	680	

to	retain	time	scales	longer	than	10	years).	For	both	(a)	and	(b)	the	stippling	denotes	points	that	do	681	

not	pass	a	statistical	significance	test	(described	in	detail	in	the	Appendix).	The	analyses	shown	here	682	

were	based	on	time	series	that	were	not	detrended.	Analyses	using	detrended	time	series	produce	683	

similar	results,	with	somewhat	larger	correlations.		684	

	685	

Figure	2	Figure	2	Maps	of	the	correlation	coefficient	between	observed	annual	mean	SST	at	each	grid	686	

point	and	the	NAO	index.		(a)	Correlation	coefficients	between	the	DJFM	NAO	index	and	annual	mean	687	

SST	in	the	immediately	following	year	(Jan-Dec)	using	the	High	Pass	filtered	data.	(b)	Correlation	688	

coefficients	when		annual	mean	SST	lags	the	DJFM	NAO	index	by	15	years	using	the	Low	Pass	filtered	689	

data.	(c)	Correlation	coefficients	between	annual	mean	SST	and	the	NAO	using	Low	Frequency	data	690	

when	the	SST	leads	the	NAO	by	6	years.	(d-h)	Same	as	(c)	for	a	lag	of	(0,6,12,18	and	24)	years.		691	

Correlations	were	computed	without	detrending	(analyses	using	detrending	produced	similar	results,	692	

with	somewhat	larger	correlations).		Regions	without	stippling	are	significant	at	the	80%	confidence	693	

level	using	a	two-sided	Students-t	test.		694	

	695	
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Figure	3	Zonal	mean	(600W-200W)	of	the	correlation	coefficient	between	simulated	annual	mean	SST	696	

and	the	model’s	DJFM	NAO	index,	calculated	from	various	Control	simulations.	Data	were	time	filtered	697	

prior	to	analysis.	High	Pass	(HP)	data	retain	only	time	scales	shorter	than	10	years,	while	Low	Pass	698	

(LP)	data	contain	only	time	scales	longer	than	10	years.	Negative	(positive)	lags	along	the	x-axis	699	

indicate	years	prior	to	(following)	a	maximum	NAO	value.	A	lag	of	zero	year	(dashed	line)	denotes	a	700	

correlation	coefficient	calculated	between	the	Dec-Mar	NAO	index	and	the	mean	SST	for	Jan-Dec,	701	

where	the	Jan-Mar	period	is	the	same	for	the	NAO	and	SST.	The	stippling	denotes	points	that	do	not	702	

pass	a	statistical	significance	test	(described	in	detail	in	the	Appendix).(a)	HP	output,	CM2.1_SLAB.	(b)	703	

LP	output,	CM2.1_SLAB.	(c)	HP	output,	FLOR_SLAB.	(d)	LP	output,	FLOR_SLAB.	(e)	HP	output,	CM2.1	704	

(f)	LP	output,	CM2.1,	(g)	HP	output,	FLOR,	(h)	LP	output,	FLOR.		705	

	706	

Figure	4	Maps	of	the	correlation	coefficients	between	annual	mean	SST	and	the	NAO	index	in	various	707	

models.	Each	map	is	at	a	lag	(in	years)	where	the	overall	field	of	correlations	is	at	a	maximum.		708	

Positive	lags	indicate	the	NAO	leading	SST.	LP	(HP)	indicates	data	have	been	filtered	prior	to	the	709	

correlation	analysis	to	retain	time	scales	longer	than	(shorter	than)	10	years.	710	

	711	

Figure	5	(a)	Normalized	time	series	of	the	NAO	(black)	and	associated	heat	flux	time	series	(red)	used	712	

as	forcing	in	the	idealized	experiments.	A	positive	(negative)	phase	of	the	NAO	implies	enhanced	713	

(reduced)	ocean	to	atmosphere	heat	flux	in	the	subpolar	gyre.	Negative	values	for	heat	flux	indicate	714	

an	enhanced	ocean	to	atmosphere	heat	flux.	(b)	Zonal	mean	(60oW-20oW)	of	annual	mean	SST	715	

response	(K)	to	NAO	forcing	in	CM2.1_SLAB,	calculated	as	SST	in	simulations	with	NAO	forcing	minus	716	

SST	in	simulations	without	NAO	forcing.	(c)	Same	as	(b)	for	CM2.1.	(d)	Same	as	(b)	for	FLOR.	(e)	717	

AMOC	response	to	NAO	forcing	in	CM2.1,	calculated	as	the	AMOC	in	simulations	with	NAO	forcing	718	
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minus	the	AMOC	in	simulations	without	NAO	forcing.	Units	are	Sverdrups	(1	Sv	=	106m3s-1)	(f)	Same	719	

as	(e)	but	for	FLOR	model.	(g)	North	Atlantic	meridional	ocean	heat	transport	response	(30oN)	to	NAO	720	

forcing	in	CM2.1	(black)	and	FLOR	(red),	calculated	as	the	ocean	heat	transport	in	the	simulations	721	

with	the	NAO	forcing	minus	the	ocean	heat	transport	in	the	simulations	without	NAO	forcing.	An	11-722	

year	running	mean	was	applied	to	results	in	(e)-(g).		723	

		724	

Figure	6	Lead-lag	correlations	between	the	SST	response	and	the	imposed	NAO	forcing	for	the	50-725	

year	idealized	NAO	forcing	experiments.	The	SST	response	was	first	calculated	as	the	SST	in	the	726	

simulations	with	NAO	forcing	minus	the	SST	in	corresponding	sections	of	the	Control	simulation.	727	

Linear	correlations	were	computed	at	each	grid	point	between	the	SST	response	and	the	imposed	728	

NAO	forcing.	The	correlations	were	then	zonally	averaged	over	the	domain	60oW-20oW.	Regions	with	729	

stippling	do	not	pass	a	statistical	significance	test	(using	a	resampling	technique	as	described	in	the	730	

Appendix).	(a)	Results	from	CM2.1_SLAB_Ctrl_NAO_50yr.	(b)	Results	from	CM2.1_Ctrl_NAO_50yr	.	(c)	731	

Results	from	FLOR_Ctrl_NAO_50yr	.		732	

	733	

Figure	7	Lead-lag	correlation	analyses,	similar	to	Figure	2f	and	2h,	using	output	from	CMIP5	models	734	

(models	were	used	that	had	Control	simulations	at	least	300	years	in	length).		735	

	736	

Figure	8	(a)	Time	series	of	observed	NAO	index	(DJFM,	station	based	index	from	737	

https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-738	

based).		(b)	Time	series	of	anomalous	flux	forcing	associated	with	imposed	NAO	anomalies.	Time	739	

series	shows	annual	mean	flux	anomalies	averaged	over	60oW-30oW,	50oN-60oN,	after	applying	a	740	

seven–year	running	mean.	(c)	Observed	annual	mean	SST	anomalies	averaged	over	60oW-20oW,	741	
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30oN-65oN,	after	applying	a	10-year	low	pass	filer.	Values	plotted	are	anomalies	with	respect	to	time-742	

mean	over	1951-1980.	(d)	Time	series	of	annual	mean	SST	response	to	NAO	flux	anomalies	using	743	

model	CM2.1,	calculated	as	SST	in	HIST_NAO	minus	SST	in	HIST.	A	10-year	low	pass	filtered	was	744	

applied	to	the	output.	(e)	Similar	to	(d)	using	model	FLOR.	(f)	Similar	to	(d)	using	model	CM2.1_SLAB.		745	

	746	

Figure	9	Annual	mean	SST	differences,	calculated	as	1996-2005	time-mean	(warm	phase	of	AMO)	747	

minus	1971-1985	time-mean	(cold	phase	of	AMO).	Top	panel:	observations.	Each	of	the	bottom	three	748	

rows	represent	output	from	a	model	(FLOR,	CM2.1,	or	CM2.1_SLAB).	Each	of	the	three	columns	749	

represents	an	experiment	type.	Left	column:	HIST.	Middle	column:	HIST_NAO.	Right	column:	750	

HIST_NAO	minus	HIST,	thereby	indicating	the	influence	of	the	NAO.	The	left	column	should	be	751	

interpreted	as	the	model-based	estimate	of	the	change	in	SST	due	to	radiative	forcing;	the	middle	752	

column	(except	for	observed	panel	at	top)	should	be	interpreted	as	the	SST	change	induced	by	the	753	

combined	forcing	of	radiative	changes	and	NAO	changes.	The	right	column	should	be	interpreted	as	754	

the	SST	changes	induced	by	NAO	changes,	calculated	as	the	field	in	the	middle	column	minus	the	field	755	

in	the	left	column.		756	

		757	

Figure	10	Zonal	mean	(600W-200W)	of	the	correlation	coefficient	between	simulated	annual	mean	758	

SST	and	the	observed	DJFM	NAO	index.		The	data	were	subject	to	a	10-year	low	pass	filter	prior	to	759	

analysis.	(a)	Results	using	ensemble	of	CM2.1_HIST_NAO	simulations.	(b)	Results	using	ensemble	of	760	

CM2.1_HIST	simulations.		Stippled	areas	are	not	significant,	using	a	similar	technique	as	described	in	761	

the	Appendix.		762	

		763	

	764	



Figure	1	Zonal	averages	of	the	lagged	correla5ons	between	annual	mean	SST	and	the	
NAO	(for	DJFM)	based	on	observa5ons.		Correla5ons	were	first	computed	at	each	grid	
point,	and	then	zonally	averaged	from	60oW	to	20oW.	Nega5ve	(posi5ve)	lags	denote	
years	prior	to	(aNer)	a	maximum	in	the	NAO.		Lag	zero	indicates	a	correla5on	between	
the	NAO	(Dec,	year	0	through	Mar,	year	1)	with	annual	mean	SST	(Jan,	year	1	through	
Dec,	year	1).	(a)	Correla5ons	calculated	using	High	Pass	data	(filtered	to	retain	5me	
scales	shorter	than	10	years).	(b)	Correla5ons	calculated	using	Low	Pass	data	(filtered	to	
retain	5me	scales	longer	than	10	years).	For	both	(a)	and	(b)	the	s5ppling	denotes	points	
that	do	not	pass	a	sta5s5cal	significance	test	(described	in	detail	in	the	Appendix).	The	
analyses	shown	here	were	based	on	5me	series	that	were	not	detrended.	Analyses	using	
detrended	5me	series	produce	similar	results,	with	somewhat	larger	correla5ons.		
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Figure	2	Maps	of	the	correla5on	coefficient	between	observed	annual	mean	SST	at	each	
grid	point	and	the	NAO	index.		(a)	Correla5on	coefficients	between	the	DJFM	NAO	index	
and	annual	mean	SST	in	the	immediately	following	year	(Jan-Dec)	using	the	High	Pass	
filtered	data.	(b)	Correla5on	coefficients	when		annual	mean	SST	lags	the	DJFM	NAO	
index	by	15	years	using	the	Low	Pass	filtered	data.	(c)	Correla5on	coefficients	between	
annual	mean	SST	and	the	NAO	using	Low	Frequency	data	when	the	SST	leads	the	NAO	
by	6	years.	(d-h)	Same	as	(c)	for	a	lag	of	(0,6,12,18	and	24)	years.		Correla5ons	were	
computed	without	detrending	(analyses	using	detrending	produced	similar	results,	with	
somewhat	larger	correla5ons).		Regions	without	s5ppling	are	significant	at	the	80%	
confidence	level	using	a	two-sided	Students-t	test.		
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Figure	3	Zonal	mean	(600W-200W)	of	the	correla5on	coefficient	between	simulated	annual	
mean	SST	and	the	model’s	DJFM	NAO	index,	calculated	from	various	Control	simula5ons.	
Data	were	5me	filtered	prior	to	analysis.	High	Pass	(HP)	data	retain	only	5me	scales	shorter	
than	10	years,	while	Low	Pass	(LP)	data	contain	only	5me	scales	longer	than	10	years.	
Nega5ve	(posi5ve)	lags	along	the	x-axis	indicate	years	prior	to	(following)	a	maximum	NAO	
value.	A	lag	of	zero	year	(dashed	line)	denotes	a	correla5on	coefficient	calculated	between	
the	Dec-Mar	NAO	index	and	the	mean	SST	for	Jan-Dec,	where	the	Jan-Mar	period	is	the	
same	for	the	NAO	and	SST.	The	s5ppling	denotes	points	that	do	not	pass	a	sta5s5cal	
significance	test	(described	in	detail	in	the	Appendix).(a)	HP	output,	CM2.1_SLAB.	(b)	LP	
output,	CM2.1_SLAB.	(c)	HP	output,	FLOR_SLAB.	(d)	LP	output,	FLOR_SLAB.	(e)	HP	output,	
CM2.1	(f)	LP	output,	CM2.1,	(g)	HP	output,	FLOR,	(h)	LP	output,	FLOR.		
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Figure	4	Maps	of	the	correla5on	coefficients	between	annual	mean	SST	and	the	NAO	
index	in	various	models.	Each	map	is	at	a	lag	(in	years)	where	the	overall	field	of	
correla5ons	is	at	a	maximum.		Posi5ve	lags	indicate	the	NAO	leading	SST.	LP	(HP)	
indicates	data	have	been	filtered	prior	to	the	correla5on	analysis	to	retain	5me	scales	
longer	than	(shorter	than)	10	years.	
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Figure	5	(a)	Normalized	5me	series	of	the	NAO	(black)	and	associated	heat	flux	5me	series	
(red)	used	as	forcing	in	the	idealized	experiments.	A	posi5ve	(nega5ve)	phase	of	the	NAO	
implies	enhanced	(reduced)	ocean	to	atmosphere	heat	flux	in	the	subpolar	gyre.	Nega5ve	
values	for	heat	flux	indicate	an	enhanced	ocean	to	atmosphere	heat	flux.	(b)	Zonal	mean	
(60oW-20oW)	of	annual	mean	SST	response	(K)	to	NAO	forcing	in	CM2.1_SLAB,	calculated	
as	SST	in	simula5ons	with	NAO	forcing	minus	SST	in	simula5ons	without	NAO	forcing.	(c)	
Same	as	(b)	for	CM2.1.	(d)	Same	as	(b)	for	FLOR.	(e)	AMOC	response	to	NAO	forcing	in	
CM2.1,	calculated	as	the	AMOC	in	simula5ons	with	NAO	forcing	minus	the	AMOC	in	
simula5ons	without	NAO	forcing.	Units	are	Sverdrups	(1	Sv	=	106m3s-1)	(f)	Same	as	(e)	but	
for	FLOR	model.	(g)	North	Atlan5c	meridional	ocean	heat	transport	response	(30oN)	to	
NAO	forcing	in	CM2.1	(black)	and	FLOR	(red),	calculated	as	the	ocean	heat	transport	in	the	
simula5ons	with	the	NAO	forcing	minus	the	ocean	heat	transport	in	the	simula5ons	
without	NAO	forcing.	An	11-year	running	mean	was	applied	to	results	in	(e)-(g).		
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Figure	6	Lead-lag	correla5ons	between	the	SST	response	and	the	imposed	NAO	forcing	
for	the	50-year	idealized	NAO	forcing	experiments.	The	SST	response	was	first	calculated	
as	the	SST	in	the	simula5ons	with	NAO	forcing	minus	the	SST	in	corresponding	sec5ons	
of	the	Control	simula5on.	Linear	correla5ons	were	computed	at	each	grid	point	between	
the	SST	response	and	the	imposed	NAO	forcing.	The	correla5ons	were	then	zonally	
averaged	over	the	domain	60oW-20oW.	Regions	with	s5ppling	do	not	pass	a	sta5s5cal	
significance	test	(using	a	resampling	technique	as	described	in	the	Appendix).	(a)	Results	
from	CM2.1_SLAB_Ctrl_NAO_50yr.	(b)	Results	from	CM2.1_Ctrl_NAO_50yr	.	(c)	Results	
from	FLOR_Ctrl_NAO_50yr	.		
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Figure	7	Lead-lag	correla5on	analyses,	similar	to	Figure	2f	and	2h,	using	output	from	
CMIP5	models	(models	were	used	that	had	Control	simula5ons	at	least	300	years	in	
length).		



Figure	8	(a)	Time	series	of	observed	NAO	index	(DJFM,	sta5on	based	index	from	hhps://
climatedataguide.ucar.edu/climate-data/hurrell-north-atlan5c-oscilla5on-nao-index-
sta5on-based).		(b)	Time	series	of	anomalous	flux	forcing	associated	with	imposed	NAO	
anomalies.	Time	series	shows	annual	mean	flux	anomalies	averaged	over	60oW-30oW,	
50oN-60oN,	aNer	applying	a	seven–year	running	mean.	(c)	Observed	annual	mean	SST	
anomalies	averaged	over	60oW-20oW,	30oN-65oN,	aNer	applying	a	10-year	low	pass	filer.	
Values	plohed	are	anomalies	with	respect	to	5me-mean	over	1951-1980.	(d)	Time	series	of	
annual	mean	SST	response	to	NAO	flux	anomalies	using	model	CM2.1,	calculated	as	SST	in	
HIST_NAO	minus	SST	in	HIST.	A	10-year	low	pass	filtered	was	applied	to	the	output.	(e)	
Similar	to	(d)	using	model	FLOR.	(f)	Similar	to	(d)	using	model	CM2.1_SLAB.	
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Figure	9	Annual	mean	SST	differences,	calculated	as	1996-2005	5me-mean	(warm	phase	
of	AMO)	minus	1971-1985	5me-mean	(cold	phase	of	AMO).	Top	panel:	observa5ons.	
Each	of	the	bohom	three	rows	represent	output	from	a	model	(FLOR,	CM2.1,	or	
CM2.1_SLAB).	Each	of	the	three	columns	represents	an	experiment	type.	LeN	column:	
HIST.	Middle	column:	HIST_NAO.	Right	column:	HIST_NAO	minus	HIST,	thereby	
indica5ng	the	influence	of	the	NAO.	The	leN	column	should	be	interpreted	as	the	model-
based	es5mate	of	the	change	in	SST	due	to	radia5ve	forcing;	the	middle	column	(except	
for	observed	panel	at	top)	should	be	interpreted	as	the	SST	change	induced	by	the	
combined	forcing	of	radia5ve	changes	and	NAO	changes.	The	right	column	should	be	
interpreted	as	the	SST	changes	induced	by	NAO	changes,	calculated	as	the	field	in	the	
middle	column	minus	the	field	in	the	leN	column.		
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Figure	10	Zonal	mean	(600W-200W)	of	the	correla5on	coefficient	between	simulated	
annual	mean	SST	and	the	observed	DJFM	NAO	index.		The	data	were	subject	to	a	10-year	
low	pass	filter	prior	to	analysis.	(a)	Results	using	ensemble	of	CM2.1_HIST_NAO	
simula5ons.	(b)	Results	using	ensemble	of	CM2.1_HIST	simula5ons.		S5ppled	areas	are	not	
significant,	using	a	similar	technique	as	described	in	the	Appendix.		
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