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Text S1 Computational burden 
 
The computational cost of AM4VR is ~90k compute hours per simulated year (CHSY; Balaji et al., 2017) 
using 3072 Cray XC40-LC Haswell cores on the “c3” partition of NOAA's Gaea supercomputer. The 
model scales well to additional processors, using ~119k CHSY on 6144 cores (on "c3"), or ~115k CHSY 
on 12,288 Cray XC40-LC Broadwell cores ("c4" partition). For comparison, the computational cost of 
the C96-resolution AM4 is ~4.7k CHSY on 1728 cores ("c3"), while the cost of the C384-resolution 
model is ~184k CHSY on 3456 cores ("c3"). 
 
Text S2 Aerosol optical properties 
  
The optical properties of aerosol, extinction efficiency, single scattering albedo and asymmetry 
parameter, are calculated at 40 wavelengths from 174 nm to 40 micrometers using a Mie code as 
particles are assumed spherical with the additional following properties. 
 

●  DUST: The refractive index from 290 to 3710 nm is based on Balkanski et al. (2007) 
assuming 2.7% hematite content; and in the infrared from Volz (1973). There is no 
hygroscopic growth of dust. The size distribution within each 5 bins (radius ranges: 0.1-1, 1-
1.8, 1.803, 3-6, 6-10 micrometers) are dM/dlnR=0, with the corresponding density of 2.5, 2.6, 
2.6, 2.6, and 2.6 g/cm3, respectively. 

● SEA SALT: The refractive index for all wavelengths is based on Tang et al. (1997). 
Hygroscopic growth is based on Tang et al. (1997) assuming pure sodium chloride. The size 
distribution within each 5 bins (radius ranges: 0.01-0.5, 0.5-1, 1-2.5, 2.5-5, 5-10 micrometers) 
are dM/dlnR=0, with a dry density of 2.16 g/cm3 for all bins. 

● SULFATE: The refractive index at all wavelengths is based on Haywood and Ramaswamy 
(1997). The size distribution is assumed log-normal with a geometric mean radius of 0.05 
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micrometer and a standard deviation of 2. The hygroscopic growth is based on Tang and 
Munkelwitz (1994) assuming pure ammonium sulfate. The dry density is 1.769 g/cm3. 

● NITRATE: NH4NO3 optical properties are obtained from Mie calculations using hygroscopic 
growth from Tang [1996] and refractive indices from Gosse et al. [1997]. The impact of nitrate 
aerosols on clouds are treated as that for sulfate.  

● BLACK CARBON: The refractive index at all wavelengths is based on Haywood and 
Ramaswamy (1997). The size distribution is assumed log-normal with a geometric mean 
radius of 0.0118 micrometer and a standard deviation of 2. The dry density is 1 g/cm3. There is 
no hygroscopic growth of hydrophobic black carbon. But hydrophilic black-carbon is assumed 
internally mixed with sulfate and the refractive index of the mixture is calculated by volume-
weighted average. 

● ORGANIC CARBON:  The refractive index at all wavelengths is based on Hess et al. (1998). 
The size distribution is assumed log-normal with a geometric mean radius of 0.085 micrometer 
and a standard deviation of 1.492.The dry density is 1.8 g/cm3. There is no hygroscopic growth 
of hydrophobic organic carbon. But hydrophilic organics (primary and secondary) are assumed 
to be a mixture of acids and insoluble organics growing hygroscopically as in Ming and Russell 
(2004). 

 
Text S3 Emissions of other BVOCs from vegetation 
 
Figure 2e-f compares annual mean emission fluxes for other BVOCs prescribed for AM4.1 and AM4VR. 
Emissions of other BVOCs in AM4.1 are based on the Precursors of Ozone and their Effects in the 
Troposphere (POET) inventory (1ox1o) for the year 2000. For AM4VR, we apply inter-annually varying 
emissions for 2000-2020, based on the data set of Sindelarova et al. [2022], developed in support of 
Copernicus Atmosphere Monitoring Service (CAMS-GLOB-BIO v3.1, 0.25ox0.25o). The 2000-2020 
monthly climatology is applied for years before 2000. Annual total emissions of other BVOCs over 
CONUS are 10.6 TgC in AM4.1 and 8.3 ± 0.4 TgC/yr in AM4VR. The global totals are of similar 
magnitude (113.0-114.0 TgC/yr) between AM4.1 and AM4VR, but with notable differences in spatial 
distributions (Fig.S8). The new dataset for AM4VR provides more realistic distributions, with BVOC 
emissions more concentrated in the tropics and lower in the northern hemisphere boreal regions 
(Fig.2e-f and Fig.S8). AM4VR applies the same climatological emissions of NOx, CO, and ammonia 
(NH3) from nature as considered by Horowitz et al. [2020] for AM4.1.  
 
Text S4: Updates in NMVOC emissions and SOA 
 
AM4.1 does not account for direct emissions of acetaldehyde (CH3CHO) and methyl ethyl ketone (MEK, 
C2H5C(O)CH3); both are important PAN precursors known to have large emissions from biomass 
burning [Jaffe et al., 2020]. We update speciation of  biomass burning, anthropogenic, and biogenic 
emissions of NMVOCs in AM4VR: (1) add emissions for CH3CHO and MEK; (2) partition total ketone 
emissions from anthropogenic sources into acetone (C3H6O, 88%) and MEK (12%) according to the 
ratio from NEI2017; (3) correct a unit conversion error in AM4.1 emission processing script for C4H10 
and C3H6. This error resulted in biomass burning emissions in AM4.1 being four times too high for C4H10 
and ~50% too high for C3H6 (Fig.S9). C4H10 is treated as a precursor to anthropogenic and biomass 
burning SOA in the models. AM4VR assumes a 20% per-carbon SOA yield (increasing from 10% in 
AM4.1) from oxidation of the simulated C4H10 hydrocarbon tracer by hydroxyl radical. The higher yield 
is more consistent with a recent review of laboratory studies [Wang et al., 2020; Srivastava et al., 2022].  
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Text S5: Bias correction of TROPOMI HCHO data 
 
Launched on board of the European Copernicus Sentinel-5 Precursor (S5P) satellite in October 2017, 
the TROPOspheric Monitoring Instrument (TROPOMI, Veefkind et al., 2012) improves the precision of 
the HCHO observations at short temporal scales and for low HCHO levels compared with the previous 
OMI retrieval, but OMI and TROPOMI data present equivalent biases for large HCHO levels [De Smedt 
et al., 2021]. Following the approach of Kaiser et al. [2018] based on validation of OMI with 
independent aircraft measurements, we apply a 37% bias correction to monthly TROPOMI data 
(0.05ox0.05o) provided by De Smedt et al. [2021] for 2018-2020. For each 0.05ox0.05o grid within the 
CONUS domain with HCHO columns larger than 1.2x1016 molecules.cm2, a multiplicative factor of 1/(1-
0.37) = 1.59 is applied to TROPOMI data. The bias-corrected TROPOMI HCHO observations are then 
averaged over June-August 2018-2020 and regridded to 13 km resolution for comparison with AM4VR 
sampled at TROPOMI overpass time (1:30PM).  
 
Text S6: Changes in diagnostic outputs for atmospheric tracer concentrations 
 
The diagnostic output for atmospheric tracer concentrations, including that for hourly surface ozone, 
was modified in the model results shown in the present study. In AM4.1, these diagnostics were output 
during the timestep loop, following the dry deposition sub-step, but before emissions and chemistry. As 
such, the surface ozone concentrations output from the model were artificially reduced [Horowitz et al., 
2020]. In AM4VR, these concentrations are output prior to adding the deposition (which is now 
computed in the land component), emissions, and chemistry tendencies, avoiding the numerical issues 
reducing surface ozone concentrations in AM4.1. To ensure an apple-to-apple comparison, we rerun 
AM4.1 with the hourly surface ozone output configured as in AM4VR. Reflecting these changes in 
diagnostic outputs, surface ozone concentrations in AM4.1 shown in the present study are different 
from those reported previously in Horowitz et al. [2020].  

Text S7: Correction of simulated near-surface ozone concentrations 

Computation of ozone at the 2-m level is based on interpolation between the lowest model level and 
the surface:  

tr_ref  = tr_surf  + (tr_atm - tr_surf ) * del_q 

Where tr_ref is the tracer field at the 2m reference height, tr_surf is the near-surface exchange flux,  
tr_atm is the exchange flux in the lowest atmospheric layer; and del_q is the reference height 
interpolation factor - the same as that used for computing humidity at the 2m level in the model. 
Computation of del_q considers surface roughness, wind speed, and atmospheric stability using Monin–
Obukhov similarity theory, similar to the approach described in detail by ECMWF [2016].  Calculated 
summer MDA8 ozone at the 2m level from AM4VR are shown in Fig.25e-f and Fig.26a for comparison 
with AQS observations, as discussed in the main article.  The difference in MDA8 ozone between the 
2m level and the lowest model layer is reported in Fig.S25. The remainder of the figures in this article 
is based on ozone in the lowest model layer consistent between AM4VR and AM4.1.  
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Table S1 List of AMIP Experiments 

Experiments* Resolution 
over CONUS 

Emissions and chemistry Dry deposition Physical climate 

AM4.1 (LM4.1) 100 km -CEDS v2017-05-18 
-GFED4s 

Prescribed 
monthly 
climatology 

Zhao et al., 2018 
Horowitz et al., 2020 

AM4VR (LM4.0) 13 km  -CEDS v2021-04-21 
-GFED4s with revised NMVOCs, 
injection height, and NOy partitioning 
- Revised interactive BVOCs and SOA 
- Revised heterogeneous chemistry 
- Retuned interactive dust emissions 

Interactive, 
calculated in the 
dynamic 
vegetation land 
model 

Retuned moist physics 
parameterization (Sect. 
2.2);  𝜀1 = 0.5 or 0.6 km-1 

C96 (LM4.0) 100 km Similar to AM4VR,  with some 
changes in dust emission parameters 
(Table S2) 

Same as 
AM4VR 

Same as AM4.1 

C384 (LM4.0)  25 km Same as AM4VR Same as 
AM4VR 

Similar to AM4VR, 
𝜀1 = 0.7 km-1 

*The simulation time periods are 1980-2014 for AM4.1, 1988-2020 for AM4VR and C96, and 2008-2015 for C384 
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Table S2 Dust emission parameters 

Parameters AM4.1/LM4.1 AM4VR/LM4.0 C96/LM4.0 

Wind erosion threshold (m/s): 
                        Natural vegetation 1 1 1 

   Secondary vegetation 1 1 1 

            Croplands 8 6 6 

                        Pastures 6 4 4 

Soil wetness threshold  
(top 15cm soil layers) 0.3 0.3 0.3 

Scaling of the threshold wind velocity 
with soil moisture? No No No 

LAI threshold 0.1 0.2 0.35 

SAI threshold 0.01 0.015 0.05 

Snow cover threshold (kg/m2) 0.01 0.01 0.01 

Soil iceness 0.025 0.025 0.025 

Global Emission Factor C (mg s-2 m-5)* 1.5 2.5 2.2 

Soil mass fraction**: 0.1-1 mm 0.05 0.05 0.05 

1-2 mm 0.15 0.15 0.15 

2-3 mm 0.3 0.3 0.3 

3-6 mm 0.27 0.27 0.27 

6-10 mm 0.23 0.23 0.23 

*Ginoux et al. (2001) and Evan et al. (2016) used 1.0 mg s-2 m-5. 

**Ginoux et al. (2001) and Evan et al. (2016) used 10% of clay and 22.5% for the other four bins. 
 
 
 
 



(a) AM4.1(a) AM4.1 Terrain (m) (b) AM4VR Terrain (m)

0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000(b) AM4VR(a) AM4.1 Terrain (m) (b) AM4VR Terrain (m)

0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000

Figure S1. Comparison of surface elevation on the native cubed-sphere grid of AM4.1 (100km) versus
AM4VR (13 km).



Figure S2. Fraction of the four land use categories in each grid cell: Natural forests (lands undisturbed
by human activities), secondary vegetation (lands harvested at least once, including managed forests and
abandoned cropland and pasture), pastures, and croplands. Results are shown over the CONUS domain
from AM4VR AMIP simulation for 1990-2020.
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Figure S4. Lightning NO emissions computed in AM4.1 (top) and AM4VR (bottom) AMIP simulations.
Global and North American (0-80N, 225-305E) totals are reported.
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Figure S5. Methane lifetime against loss by reaction with tropospheric OH from AM4.1, C96 and AM4VR
AMIP simulations.



Biogenic Isoprene Emissions

Figure S6. Global distribution of annual mean biogenic isoprene emission fluxes computed in the AMIP
simulations (2000-2014) with AM4.1 in the CMIP6 confituration, AM4.1 with the landuse fix, and AM4VR
with updates described in the text. Unit: mg(C5H8)/m2/day



Biogenic Monoterpene Emissions

Figure S7. Global distribution of annual mean biogenic monoterpenes emision fluxes computed in the AMIP
simulations (2000-2014) with AM4.1 and AM4VR. Unit: mg(C10H16)/m2/day.



Other BVOCs

Figure S8. Global distribution of annual mean emission fluxes (Ton(C)/km2/yr) for other BVOCs
prescribed in AM4.1 (fixed-2000) and AM4VR (interannually varying during 2000-2020).
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Figure S9. Time series of global total biomass burning emissions for AM4.1 (blue lines; 1980-2014) and
AM4VR (red lines; 1980-2020). AM4VR accounts for biomass burning emissions of MEK and C2H4O and
includes a correction to C4H10 and C3H6 emissions (see Text S4).



Figure S10. (a-d) Long-term annual mean precipitation (mm day−1) from observation-based estimates
from GPCP (1o, 1985-2015) and IMERG (0.1o, 2000-2020) and from the two AM4VR (regridded to
50 km globally) AMIP simulations for 1990-2020 with ǫ1 = 0.5 and = 0.6 km−1, respectively. (e-f)
Differences between simulated results and GPCP estimates. (g-h) Fraction of parameterized deep convective
precipitation.



(a) CERES (b) AM4VR (0.5)

(c) AM4VR (0.5) - CERES (d) C96 - CERES

(e) AM4VR (0.6) - CERES

Figure S11. Long-term annual mean TOA outgoing longwave radiative flux (W/m2) from (a) observational
estimate based on CERES-EBAF-ed4.1 (2001-2015), (b) AM4VR AMIP simulation (1990-2020) (ǫ1 = 0.5
km−1), and (c-e) differences between observed and simulated values for AM4VR with ǫ1 = 0.5 km−1, C96
with ǫ1 = 0.9 km−1, and AM4VR with ǫ1 = 0.6 km−1.



(a) CERES (b) AM4VR (0.5)

(c) AM4VR (0.5) - CERES (d) C96 - CERES

(e) AM4VR (0.6) - CERES

Figure S12. Same as Fig. S11 but for TOA net SW downward (absorption) radiative flux (W/m2).



(a) CERES (b) AM4VR (0.5)

(c) AM4VR (0.5) - CERES (d) C96 - CERES

(e) AM4VR (0.6) - CERES

Figure S13. Same as Fig. S11 but for shortwave cloud radiative effects at TOA (W/m2).



Figure S14. Model bias in long-term annual mean surface air temperature over land in comparison with
observational estimates from CRU-v4.06.

Figure S15. US SON mean precipitation from AM4VR (13 km, ǫ1 = 0.6 km−1) and C96 (100 km, ǫ1 = 0.9
km−1) AMIP simulations, PRISM observations (4 km), and differences between simulated and observed
results.



Figure S16. US DJF mean precipitation from AM4VR (13 km, ǫ1 = 0.6 km−1) and C96 (100 km, ǫ1 = 0.9
km−1) AMIP simulations, PRISM observations (4 km), and differences between observed and simulated
results.



Figure S17. US MAM mean precipitation from AM4VR (ǫ1 = 0.6 km−1) and C96 (ǫ1 = 0.9 km−1) AMIP
simulations, PRISM observations, and differences between observed and simulated results.



Figure S18. US JJAS mean precipitation from AM4VR (ǫ1 = 0.6 km−1) and C96 (ǫ1 = 0.9 km−1) AMIP
simulations, PRISM observations, and differences between observed and simulated results.



Figure S19. Maps of June-September average of effective white-sky (diffuse) land albedo derived from
MODIS and from C96 and AM4VR AMIP simulations. Effective albedo is ratio of time averages of upward
and downward shortwave radiation. Results are shown seperately for the total albedo, the visible (VIS)
and near-infrared (NIR) albedo.
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(b) C96 AMIP (2000-2014)
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Figure S20. Comparison of simulated and observed (University of Miami) annual mean surface
concentrations (µ m−3) of (first row) dust and (second row) sea salt sodium at 28 locations. Shaded
contours indicate simulated surface concentrations (top colorbar) and symbols indicate the ratio of
simulated/observed concentrations (bottom colorbar, symbol points upwards if ratio greater than one,
downwards if less than one).



Figure S21. Difference between AM4VR and C96 simulated surface bareness over Australia in austrial
spring (SON) and summer (DJF).



Aerosol Optical Depth

Figure S22. As in Fig.16 in the main article but with the vertical bars showing aerosol components in
AM4.1.



Figure S23. Comparison of July-September mean surface bareness and soil wetness (top 15cm) in the US
between LM4.1 and LM4.0 (both at C96 resolution).



Figure S24. Long-term (1990-2020) summer daytime (9-15 LT) mean ozone dry deposition velocities to
natural and secondary vegetation, pastures, and croplands from AM4VR and C96 AMIP simulations.



Figure S25. Difference in long-term JJA mean MDA8 ozone concentrations (ppb) in AM4VR sampled at
2 m versus in the 30-m model surface layer.


