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Chapter 1

Introduction

1.1 Whatis MOM?

MOM is an acronym for Modular Ocean Model. The model was designed and developed
by researchers at the Geophysical Fluid Dynamics Laboratory (GFDL/NOAA Department of
Commerce) as a numerical ocean modelling tool for use in studying ocean circulation over
a wide range of space and time scales. Institutionally, MOM is supported by GFDL. The
focus of development work is to maximize scientific productivity within the computational
environment at GFDL. However, the model is sufficiently general to be of use elsewhere.
Therefore, MOM is being made freely available to the general oceanographic and climate
research community as public domain software. Unless otherwise noted, MOM refers to
MOM 3 version 0 (MOM 3.0) which represents the state of the art in ocean modelling at GFDL
near the end of 1999.

This manual is included as part of MOM. Its purpose is to provide documentation as well as
guidance to aid in the educated use of MOM by exposing details of the salient theoretical and
numerical ideas upon which MOM is based. Without it, details inappropriate for published
papers would certainly be lost or at best remain obscure to all but a very few. Although the
bulk of this document has been written by two main authors, many researchers from around
the world have contributed as well and their work is acknowleged in their respective sections.
If questions arise, authors may be contacted for help. However, do not expect them to solve
your coding problems.

1.2 Accessing the manual, code, and database

The manual and FORTRAN code in their entirety may be obtained by anonymous ftp from
GFDL using:

ftp ftp.gfdl.gov use ftp as your login name and your e-mail address as password
cd pub/GFDL_MOM3 Change to the pub/GFDL_MOM?2 directory

get manual3.0.ps.Z Copy the manual to your directory

get mom3.0.tar.Z Copy the model to your directory

quit disconnect from the ftp

uncompress manual3.0.ps.ZExpand to manual3.0.ps
uncompress mom3.0.tar.Z Expand to mom3.0.tar
tar xvf mom3.0.tar Extract MOM_3 from the tar file

o
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A database is also included as part of MOM and is the same as the database that was
included with MOM_2. While in the pub/GFDL_MOMS3 directory, do a cd DATABASE to get
into the DATABASE directory. This DATABASE directory contains approximately 160MB of
IEEE 32bit data files which are described in Chapter Files can be retrieved with the get
command as in the anonymous ftp example given above. It is best to copy the files one at
a time since file sizes range from about 4MB to about 8MB and there are 30 of them. So be
prepared to go to lunch. The dataset is not available via exabyte tape or any other way.

1.3 Minimum computational requirements

MOM requires a Fortran 90 compiler, UNIX, and a C-preprocessor.

MOM was designed to execute most efficiently on vector processors, although it will run
reasonably well on scalar processors. It was also designed with a single processor in mind.
However, it was extended for use on multiple processors. On the CRAY T90 or CRAY T3E at
GFDL, compiler version 3.1.0.0 (or later) and message passing toolkit version 1.2.1.0 (or later)
are required. Both SHMEM and MPI message passing protocols are supported through the
GFDL message passing interface (http://www.gfdl.gov/ vb). Parallel I/O is supported through
the GFDL parallel I/O interface (http://www.gfdl.gov/ vb).

1.4 How this manual is organized

The table of contents serves as a detailed outline of what is available within MOM. This manual
consists the following parts.

o A brief history of ocean modelling at GFDL.
e The nuts and bolts of using MOM

e The basic formulation

e The code design

e Grids, Geometry, and Topography

e Boundary conditions

¢ Finite difference equations.

e Physics and numerics options

e Diagnostic options

e Appendices and references

The best way to digest this manual is in piecemeal fashion by bouncing back and fourth
between the table of contents and reading sections of interest.
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1.5 Special acknowledgments and disclaimers

1.5.1 Acknowledgments

To a large part, MOM owes its existence to Kirk Bryan and to Jerry Mahlman (the director of
GFDL) for creating an environment in which this work could take place. Continued strong
support comes from Robbie Toggweiler who is the current head of the ocean group at GFDL.
Their generosity is gratefully appreciated. Also appreciated is the time and efforts of countless
researchers who have tested beta versions, pointed out problems, and continue to suggest
improvements along with offering parameterizations. Clipart is from Corel Gallery.

1.5.2 Disclaimer

As with any research tool of this magnitude and complexity, bugs are inevitable and some
have undoubtedly survived the testing phase. Researchers are encouraged to bring them to
our attention.

Although the model will catch many oversights of the kind typically made by novices, it is
ultimately the responsibility of the researcher to insure that the combination of options being
used is relevant to the problem being studied. It is also stressed that the researcher accepts full
responsibility for verifying that their particular configuration is working correctly.

Anyone may use MOM freely on a “use as is” basis. The authors of MOM assume no
responsibility (zero) for any problems, incorrect usage, or bugs.

1.5.3 Software license

U.S. Department of Commerce (DOC) Software License for MOM 3

1. Scope of License. Subject to all the terms and conditions of this license, DOC grants USER
the royalty-free, nonexclusive, non transferable, and worldwide rights to reproduce,
modify, and distribute MOM, herein referred to as the Product.

2. Conditions and Limitations of Use Warranties. Neither the U.S. Government, nor any
agency or employee thereof, makes any warranties, expressed or implied, with respect
to the Product provided under this License, including but not limited to the implied war-
ranties or merchantability and fitness for any particular purpose. Liability. In no event
shall the U.S. Government, nor any agency or employee thereof, be liable for any direct,
indirect, or consequential damages flowing from the use of the Product provided under
this License. Non-Assignment. Neither this License nor any rights granted hereunder
are transferable or assignable without the explicit prior written consent of DOC. Names
and Logos. USER shall not substitute its name or logo for the name or logo of DOC, or
any of its agencies, in identification of the Product. Export of technology. USER shall
comply with all U.S. laws and regulations restricting the export of the Product to other
countries. Governing Law. This License shall be governed by the laws of United States
as interpreted and applied by the Federal courts in the District of Columbia.

3. Term of License. This License shall remain in effect as long as USER uses the Product in
accordance with Paragraphs 1 and 2.
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Chapter 2

A brief history of ocean model
development at GFDL

2.1 Bryan-Cox-Semtner: 1965-1989

The GFDL Ocean Model started as a three dimensional primitive equation model based on
the pioneering work of Kirk Bryan (1969). Early Fortran implementations of Bryan’s ideas
were carried out chiefly by Mike Cox in Washington, D.C. during the late 1960’s on an IBM
70301/stretch and then a CDC 6600 computer. After GFDL moved to Forrestal Campus of
Princeton University, Cox continued developments by constructing a global model in 1968 on
a UNIVAC 1108. Bert Semtnerl] converted that model to execute on Princeton University’s IBM
360/91 in 1970 and both codes were in use through 1973 with Semtner’s version surviving for
use on an interim IBM 360/195 in 1974. While at GFDL and UCLA, Semtner (1974) rewrote
the model to take advantage of the instruction stack on the IBM 360/195 and also with future
vector architectures in mind. The first vector machine arrived at GFDL in 1975. It was a
four pipeline Texas Instrument ASC (acronym for Advanced Scientific Computer) and the
model of Semtner (1974) was used as the starting point for further conversion efforts by Cox
and Pacanowski. After the ASC, Cox abandoned the ASC version of the model in favor of
Semtner’s latest version and optimized it for the CDC Cyber 205 which required very long
vector lengths for efficiency. Actually, the Cyber 205 experience involved two Cyber 205’s and
a Cyber 170 front end delivered to GFDL in stages between 1982 and 1983. It was the resulting
“Cyberized” version of the model that was distributed as the Cox (1984) ocean model code.
Over the lifetime of the Cyber system, Cox installed other features such as variable horizontal
resolution, multiple tracers, and isopycnal mixing until his untimely death in 1989. The Cox
code entailed about 5000 lines of fortran code.

2.2 The GFDL Modular Ocean Models: MOM 1 and MOM 2: 1990-
1995

In anticipation of a Cray YMP with 8 processors, 32 Mwords of central memory (eventually
upgraded to 64 Mwords), and 256 Mwords of Solid State Disk arriving at GFDL in 1990, the Cox
code was abandoned. The reason was that many of the coding features specific to the CYBER

He was stationed at GFDL in the early 1970’s as a commissioned officer in the NOAA CORPS. He later did his
Ph.D work with Kirk Bryan at Princeton.
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205 design were not needed to take advantage of the Cray class of supercomputers. The model
was rewritten again, this time by Pacanowski, Dixon, and Rosati (1991) using ideas of modular
programming to allow for more options and increased model flexibility. This development
work, which became known as MOM 1 (the first Modular Ocean Model) entailed about 17000
lines of fortran code. It could not have happened without reliance on new ideas for model
design, workstations, and the acceptance of UNIXZ. With the realization of the importance of
workstations for productivity within GFDL, SUN workstations were replaced by a suite of SGI
4D/25, INDIGO, and INDIGO?2’s totaling 115 within the early 1990’s. With the aid of these
faster workstations, further design work was carried out primarily by Pacanowski and Rosati
but with numerous contributions from others both inside and outside of GFDL. This led to the
incarnation known as MOM 2 Version 1 (1995). MOM 2 entailed about 60,000 lines of fortran
77 code.

2.3 MOM 3: 1996-1999

Early in 1996, a Cray C90 was installed at GFDL with 16 processors, 256 Mwords of central
memory, 1 Gword of solid state disk, and 370 Gbytes of rotating disk. Later that year, the
system was replaced by a Cray T90 having 20 processors, 512 Mword central memory and a 2
Gword solid state disk. The Cray T90 was later upgraded to 26 processors in 1997 and a Cray
T3E with 40 processors and 640 Mwords of memory also arrived. In 1998, a Cray T90 with 4
processors was added. In 1996, a beta version of MOM 2 (version 2) was made available as a
stepping stone to MOM 3. In anticipation that parallelization will be needed to keep overall
system efficiency high in the future, attention has been and continues to be placed in this
direction. Throughout these developments, the intent has been to construct a flexible research
tool useful for ocean and coupled air-sea modeling applications over a wide range of space
and time scales. As outlined below, progress with parallelization, and the implementation of
fundamentally new physics and numerics options, motivated the release of MOM 3 which is
described within this manual.

2.4 Documentation

Early use of the GFDL ocean model in the 1960’s and early 1970’s was limited to researchers
within GFDL. In the early 1980’s, as the number of researchers increased, Kirk Bryan convinced
Mike Cox of the need for documentation and Cox proceeded to document the numerical
discretizations used at that time. As a result, the Cox manual was made available in 1984 along
with his code. By entraining outside researchers, the GFDL model opened itself up to a larger
variety of uses. In turn, the code and manual were exposed to intense scrutiny, much of which
has led to the development of numerous improvements.

With the release of MOM 1 in 1990, there were many requests for updated documentation.
To satisfy this need, the core of this present document was written for the release of MOM 2 in
1995 (Pacanowski 1995). Subsequent additions and revisions by Pacanowski and Griffies have
resulted in the present document associated with the release of MOM 3.

References to MOM in the literature can be given as

’In the latter half of the 1980’s, SUN 3/50 workstations were introduced which ushered in a new era of model
development. Before this, code development was done without the aid of editors or utilities like UNIX grep.
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e Pacanowski, R. C., and S. M. Griffies, 2000: MOM 3.0 Manual, NOAA/Geophysical Fluid
Dynamics Laboratory, Princeton, USA 08542. 680 pages.

2.4.1 Main differences between MOM 2 and MOM 3

This section highlights the main differences between MOM 2 and MOM 3. Section2.5provides
a discussion of the differences between MOM 1 and MOM 2. In general, model variables and
indices are the same as in MOM 2 except that two dimensional arrays have been removed
from common blocks and placed into modules. The three dimensional arrays associated with
the baroclinic and tracer portions of the model remain as common blocks. The intent is to
eventually have all arrays placed within modules but this has not yet been implemented
because doing so currently results in a significant speed penalty (about 30%) on the CRAY T90.
At present common blocks can be replaced by modules under control of an ifdef for testing
purposes. When the Fortran 90 environment matures, the intent is to remove common blocks
and install modules. For upgrading local modifications from MOM 2 to MOM 3, refer to
Section[3.12

2.4.2 Parallelization and Fortran 90

In MOM 2 and previous versions, Fortran 77 was required. The minimum requirement for
MOM 3 is Fortran 90. Much has been learned from experimenting with parallelization in
MOM 2. From this experience, a distributed memory paradigm has been adopted with com-
munication calls to exchange data between processors. The domain decomposition is limited
to one dimensional (latitude only) which means that there must be more latitude rows than
processors. Both SHMEM and MPI message passing protocols are supported through the
GFDL message passing interface (http://www.gfdl.gov/ vb). Parallel I/O is supported through
the GFDL parallel I/O interface (http://www.gfdl.gov/ vb).

2.4.3 Model physics and numerics

The main advances in MOM 3 relative to MOM 2 are in the model’s physics, numerics, and
parallelization. The following is a brief outline of the additions to physics and numerics.

1. Implementation of KPP vertical mixing scheme of Large, McWilliams, and Doney (1994)

(Section [33.2.3).

2. Implementation of partial bottom cell topography of Pacanowski and Gnanadesikan
(1998) (Chapter [26).

3. Implementation of bottom boundary layer of Gnanadesikan, Winton, and Hallberg (1998)
(Chapter[37] Work on this option is ongoing.).

4. Implementation of the Gent-McWilliams skew-flux of Griffies (1998) (Section [35.1.6).

5. Generalization of the isoneutral diffusion scheme of Griffies et al. (1998) to allow for
partial bottom cells (derivation in Appendix[C).

6. Streamlining of the isoneutral mixing schemes which results in a reduction in model run
time relative to the MOM 2 implementation.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.
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. Implementation of the Held and Larichev (1996) and Visbeck, Marshall, Haine, and Spall

(1997) closures for the Redi and GM tracer diffusivities (Section [35.2).

. Implementation of the Roberts and Marshall (1998) biharmonic mixing scheme (Section

35.1.8]).

. Implementation of an explicit free surface (Chapter[7/land Section[29.5).

Implementation of fresh water fluxes into the explicit free surface, rather than virtual salt
fluxes. Formulation is given in Chapter [/

Implementation of a specified spatially variable horizontal viscosity which includes the
proper kinematic terms proportional to the spatial derivatives of the viscosity (Chapter
Bland Section 34.6).

The meridional streamfunction diagnostic has been expanded so that the streamfunction
can be computed using potential density as a vertical coordinate (Section 40.9).

A diagnostic has been implemented which will map all the terms affecting the evolution
of locally referenced potential density (Section [40.7).

The old time manager has been replaced by a Fortran 90 time manager which defines
time structures and overloads the standard numerical operations of plus, minus, times,
and divide to work with structures. All manipulations involving time are now much
simpler than before.

An exchange module will be added to conserve quantities being passed between different
latitude-longitude grids. The intent is for coupled air-sea applications. (planned but
currently not implemented)

Common blocks are being replaced by Fortran 90 modules. (For the barotropic portion
only. There is a 30% slow down in speed when common blocks are removed from the
baroclinic and tracer portions of the model. As Fortran 90 matures, the remaining ones
will be replaced.)

In addition to the Euler Backward and the forward mixing time steps every nmix time
steps (usually nmix = 17), an option has been added for a Robert filter applied every time

step (Section 2T.4.4).
The model topography can now be changed by editing the file kmt.dtawith a text editor.

There is an option for an isotropic grid (one where A, compensates for the convergence
of meridians to keep the grid cells square).

The test case resolution has been changed from a 4° x 3° grid to a 3° x 2.765° grid to
facilitate parallel processing tests with up to 64 processors.

The mean radius of the earth has been changed from 6370 km to 6371 km.

A parameterization for mixing tracers between unconnected regions of ocean has been
added as a way to handle the tracer exchange between the Mediterranean and Atlantic as
well as other regions where resolution is insufficient to allow realistic exchanges (Section

36.2).
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23. The older relaxation methods for solving elliptic equations have been removed in favor
of the method of conjugate gradients.

24. As an ongoing research topic, ways to speed up communication between processors are
being explored. When improvements are implemented, changes are confined to a small
communication package.

2.5 Main differences between MOM 1 and MOM 2

This section highlights the main differences between MOM 1 and MOM 2. As mentioned
above, there are more fundamental architectural similarities between MOM 2 and MOM 3
than between MOM 1 and MOM 2.

2.5.1 Architecture

There are major architectural differences between MOM 1 and MOM 2. As a result, there is no
simple utility which will provide a meaningful upgrade path from MOM 1 to MOM 2. One
of the first differences to notice is a change in naming variables. To remove lack of uniformity
and to provide guidance in choosing variable names for future parameterizations, a naming
convention has been adopted as described in Section[I4.Tl Not only variable names but details
of subscripts and numerics within this documentation consistently match what is found in the
model code. Therefore, understanding this documentation will allow the researcher to take a
big step towards gaining a working knowledge of MOM 2.

Apart from renaming of variables, the next thing to notice is that a latitude “j” index has
been added to expose all indices of arrays in MOM 2. Although the organization of the code
bears similarity to MOM 1, this added “j” index results in fewer variable names being required
and triply nested “do loops” replacing the doubly nested loop structure in MOM 1. It also
allows the slab architecture of MOM 1 to be extended to a more general memory window
structure which permits solving equations on one or more latitude rows at a time. This has
implications for parallelization and simplifies incorporating parameterizations (such as fourth
order accurate schemes, flux corrected transport schemes, etc.) which require referencing data
from more than one grid point away. For such parameterizations, the memory window is
simply opened up to contain four latitude rows as opposed to the usual three. In the limit
when enough central memory is available, the memory window can be opened all the way
to contain all latitude rows, in which case all data is entirely within central memory, and
therefore no movement of data between central memory and disk is needed. Also, in contrast
to a partially opened memory window, there are no redundant computations necessary. The
main point is that all arrays and equations look the same regardless of the size of the memory
window and whether one, a few, or all latitude rows are being solved at once. The details are
given in Chapter

The memory window also allows flexibility in parallelization as described in Chapter[12
When executing on multiple processors, MOM 2 can make use of fine grained parallelism
(“autotasking”) or the coarse grained parallelism (“microtasking”). Each method has its ad-
vantages and disadvantages. Fine grained parallelism makes efficient use of available memory
and offers a robust coding environment which is easy to use thereby keeping the researchers
efforts focused on science as opposed to debugging. It suffers from relatively low parallel
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efﬁciencyﬁ which limits its use to multi-tasking with a small number of processors. However,
the highest parallel efficiency may not be important when multi-tasking on systems with tens
of processors and when the number of jobs in the system exceeds the number of processors.
Higher parallel efficiency, which is necessary when executing in a dedicated system, can be
achieved through coarse grained parallelism. The down side is that this approach uses signifi-
cantly more memory than fine grained parallelism and is more prone to introducing errors. The
researcher who is intent on developing new parameterizations with coarse grained parallelism
in mind may find the focus shifts from science to debugging.

2.5.2 Physics and analysis tools

Other features which are new to MOM 2 relative to MOM 1 include the following.

1. Various modules can be exercised alone or as part of a fully configured model, as dis-
cussed in Chapter

2. An integrated DATABASE is described in Chapter [13| along with run_scripts in Section
B.2lwhich will automatically prepare this data for any of the configurations and arbitrary
resolutions of MOM 2.

3. Chapter [19] details a generalized surface boundary condition interface which handles
all surface boundary conditions as if they come from a hierarchy of atmospheric mod-
els. This includes simple datasets which are fixed in time through complicated atmo-
spheric GCM’s. Mismatches in geometry and resolution between atmospheric GCM’s
and MOM 2 are automatically taken care of. However, since linear interpolation is used
to apply atmospheric fluxes to MOM 2, the fluxes are not stricly conserved.

4. Elliptic equation solvers for the external mode have been re-worked to be more accurate
and give speedier convergence as discussed in Section 22.17]

5. The vertical velocity fields have been reformulated to prevent numerical separation in
the presence of sharp topographic gradients as described in Section 22.3l The grid is
constructed by a module which allows for a MOM 1 type construction with grid points
always in the center of tracer cells on non-uniform grids or a new way with grid points
always in the center of velocity cells on a non-uniform grids. Both are second order
accurate if the stretching function is analytic and are described in Chapter

6. All diagnostics have been re-written to be more modular, old ones have been improved,
many new ones added (such as reconstructing the surface pressure from the stream
function, calculating particle trajectories, time averaged fields, xbt’s etc.), and all are
described in Chapter[39

7. The prognostic surface pressure and implicit free surface methods of Dukowicz and
Smith (1993,1994) have been implemented.

8. The isoneutral diffusion scheme of Griffies et al. (1998) has been implemented.

9. The eddy advection of Gentand McWilliams (1990) has been implemented, with numerics
made consistent with the new isoneutral diffusion formulation.

3The efficiency is limited by how smart the parallelizing compiler is.
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10.

11.
12.
13.
14.
15.

16.

17.

Options for tracer advection include the traditional centered differences, a fourth order
advection scheme taken from Mahlman'’s stratospheric code (SKYHI), the FCT scheme
of Gerdes, Koberle and Willebrand (1991), a third order advection scheme (by Holland)
very similar to the Quick scheme of Leonard (1979).

The pressure gradient averaging technique of Brown and Campana (1978).
Neptune effect of Holloway (1992).

Rigid grid rotation; i.e., rotate poles, while keeping the identical lat/lon structure.
Open boundaries of Stevens (1990).

The discretization of vertical mixing of Pacanowski/Philander (1981) has been changed
to yield more accurate and stable solutions as indicated in Section[33.2.4

Some restructuring of the memory window logic to allow for a more robust implemen-
tation of parallelism and fourth order schemes.

There are also more options for configuring MOM as described in Part[VIand many other
little features and code improvements too numerous to summarize here but covered in
this manual.

Some of the differences between MOM 2 version 1 and version 2 are as follows.

1.

All diagnostics have been given an interface to generate NetCDF formatted output as
described in Chapter[39 The NetCDF format allows easy access to results without writing
intermediate analysis code. The recommended way to visualize results is to use Ferret
which is a graphical analysis tool developed by Steve Hankin (1994) at NOAA/PMEL
email: ferret@pmel.noaa.gov

web: http://www.pmel.noaa.gov/ferret/home.html

Uni-tasking is discussed in Chapter [1T]and multi-tasking is discussed in Chapter[12]

Since the arrival of a CRAY T90 and Unicos 9 operating system in August 1996, there is
no longer a CRAY Fortran 77 compiler. It has been replaced by a Fortran 90 compiler
which for the most part is compatible with “cf77”. The minimum requirement for MOM
is now Fortran 90.
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Chapter 3

Getting Started

This chapter describes what is needed to start using the code by executing the supplied test
cases. These test cases are only intended as examples of how to start using MOM. Once the
concepts are clear, researchers are expected to devise their own run scripts and configurations
for archiving data. Since most researchers wish to start running MOM as soon as possible with-
out knowing what they are doing, this “nuts and bolts” chapter is presented at the beginning
of the manual rather than at the end. Accessing MOM are given in[L.2]

3.1 How to find things in MOM

Assuming nothing about MOM is know, finding things presents a problem. The solution is
to use UNIX utilities such as grep. For example, suppose all areas within the model having
anything to do with isoneutral mixing are to be located. Searching for option isoneutralmix
with the following command

grep -i isoneutralmix *.[Fh]

will find all such sections. The “-i” option is useful because it ignores upper/lower case
distinctions. Searching for names of variables can likewise show every place where they are
used. Definitions for variables can be seen by searching all “.h” files. Another very useful
UNIX utility is “diff” as described in Section [3.13]

3.2 Directory Structure

First, refer to Figure for a schematic view of how the directory structure of MOM_3 is
organized at GFDL. The structure is divided between two file systems: the CRAY file system
contains the data part and the workstation file system contains all code and run_scripts. This
structure is arbitrary but not without reason; especially the flat file structure used for the code
which is described below. The recommendation is that this structure be retained as much as
possible. Doing so will make things easy.

On the CRAY file system, there is an ARCHIVE/MOM_3/DATABASE directory. The
DATABASE contains Hellerman and Rosenstein (1983) monthly climatological wind stress
on a 2° grid, Oort (1983) Monthly Surface air temperature on a 5° grid, Levitus (1982) monthly

15
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temperature and salinity on a 1° grid, and Scripps topography on a 1° grid@. There is also
an ARCHIVE/MOM_3/EXP directory where interpolated data from the DATABASE and re-
sultd from various experiments are stored, each under their own sub—directoryﬁ. The only
sub-directory included is ..EXP/TEST_CASE which (after executing run scripts described be-
low) will contain an interpolated versiorl] of the DATABASE appropriate for the domain and
resolution of the test case which is described below.

On the workstation file system, there is also a MOM_3 directory containing code, run_scripts,
and four sub-directories: MOM_3/PREP_DATA for preparing surface boundary conditions and
initial conditions, MOM_3/SBC for handling various types of surface boundary conditions,
MOM_3/NETCDH containing routines to interface to the netcdf library, and MOM_3/EXP
which in general contains a sub-directory for each experiment.

Note that as far as the actual fortran code, the file structure is basically flat with all code
relating to the model proper being lumped into one place (in the MOM_3 directory). An
alternative is to impose some structure by dividing the code up and placing related routines
into sub-directories under MOM_3. For instance, vertical diffusion routines could be placed
under sub-directory MOM_3/VERT_DIFFUSION, etc. With such a segmented file structure,
finding and editing source code becomes a chore. However, with the aid of UNIX, any file
structure can be easily sifted out of the flat file structure. For instance, suppose, it is necessary
tolook at all routines having anything to do with biharmonic mixing. The following UNIX call

grep -1 biharmonic *

will list the subset of filenames. The files are all in one place and immediately available
for editing. For the future, this method can be made even more effective by embedding
keywords in the comments of routines. For instance, placing a comment with the phrase "SGS
parameterization” in each routine that is a sub-grid scale parameterization will allow all such
routines to be easily listed.

Details of the sub-directories under MOM._3 are given below:

e PREP_DATA contains subroutines and CRAY T90 run_scripts for extracting datad from
the DATABASE and interpolating it to arbitrary resolution for use as surface boundary
conditions and initial conditions within MOM. Before this can be done, the domain and
resolution must first be specified in module grids as discussed in Chapter The run
scripts are:

1. run_sbc reads unformatted climatological monthly (also annual means) Hellerman
stress (1983) and Oort (1983) surface air temperature and interpolates to the grid

Tn principle, this DATABASE could be expanded to include other datasets but this has not been done as of this
writing

Model output may be composed of a printout file, diagnostic files and restart data.

3For example, EXP/ATLANTIC, EXP/PACIFIC, EXP/GLOBE.

#Note that these interpolated datasets are only needed for test cases #1 and #2. Test cases #0 and #3 rely on
internally generated data.

5This directory has been superseded by the parallel I/O interface described in http://www.gfdl.gov/ vb.

6All DATABASE data consists of a header record preceding each data record. Included in each header is a
time stamp. It contains the time corresponding to the instantaneous time at the end of the averaging period. It
also contains a period which refers to the length of the time average. As an example, a time stamp of: m/d/y= 2/
1/1900,h:m:s= 0: 0: 0. points to the beginning of the 1st day of Feb on year 1900. A period of 31 days for this record
means that the data is average over the preceding 31 days; i.e, it is an average for January.



3.2. DIRECTORY STRUCTURE 17

defined by module grids. Look for the USER INPUT section to choose the type of
interpolation appropriate for the grid resolution. The run script uses file sbc.F which
is included in the directory. If option netcdf is enabled in run_sbc then a NetCDF
version of the interpolated dataset sbc.dta.nc will also be produced. Land values are
not flagged. Refer to Section[3.10 for how to mask out land values in plots.

2. run.c reads unformatted monthly Levitus (1982) temperaturel?] and salinity data
and generates monthly (and annual mean) climatological initial conditions along
with surface temperature and salinity for the grid defined by module grids. Look for
the USER INPUT section to choose the type of interpolation appropriate for the grid
resolution. This script uses file ic.F which is included in the directory. If option netcdf
is enabled in run_ic then a NetCDF version of the interpolated dataset ic.dta.nc will
also be produced. Land values are not flagged. Refer to Section for how to
mask out land values in plots.

3. run_sponge reads output files produced by run_ic to construct sponge rows for
damping model predicted temperature and salinity back to these data near northern
and southern artificial walls. This is only appropriate for use in limited domain
models and is the poor mans open boundary condition. This script uses file sponge.F
which is included. The width of the sponge layers and the variation of Newtonian
damping time scale within the sponge layer may be set within file sponge.F.

4. run_read_levitus is a simple workstation script showing how to read the Levitus
(1982) data (with Levitus land/sea masks) on a workstation. It assumes the Levitus
(1982) data has been copied to the workstation’s local disk. If option netcdf is
enabled in run_read_levitus then a NetCDF dataset levitus.dta.nc will be produced.
Land values are flagged.

5. run_obc is a run script which uses file obc.F for constructing data needed for open
boundary conditions. This was done by Arne Biastoch (abiastoch@ifm.uni-kiel.de)
but has not been converted to the CRAY T90 at GFDL at this point.

6. run_obcpsi is a run script which uses file obcpsi.F for constructing data needed for
open boundary conditions. This was done by Arne Biastoch (abiastoch@ifm.uni-
kiel.de) but has not been converted to the CRAY T90 at GFDL at this point.

e SBC contains three sub-directories for supplying various types of surface boundary
conditions to MOM. Each is located in a separate sub-directory:

1. TIME_MEAN contains subroutines which supply the time mean Hellerman and
Rosenstein climatological winds (1983) along with the time mean Levitus (1982)
SST and sea surface salinity climatologies which are used by the test case to com-
pute effective heat and salt fluxes given a damping time scale and thickness which
can be input from a MOM namelist. Refer to Section[I4.4lfor information on namelist
variables. Note that the time scale can be different for restoring temperature and
salinity. These time means are assumed to have been created using scripts from
PREP_DATA so they are appropriately defined as functions of latitude and longi-
tude on the domain and resolution specified by module grids. The option used to
configure this type of surface boundary condition for MOM is time_mean_sbc_data
which is described further in Chapter

"These are potential temperatures.
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2. MONTHLY contains subroutines which supply monthly mean Hellerman and
Rosenstein climatological winds along with monthly mean Levitus (1982) clima-
tological SST and sea surface salinity which are used by the test case to compute
effective monthly mean heat and salt fluxes given a damping time scale which can
be input from a MOM namelist. Refer to Section [[4.4 for information on namelist
variables. Note that the time scale can be different for restoring temperature and
salinity. All are assumed to have been created by scripts from PREP_DATA so they
are monthly averages appropriately defined as functions of latitude and longitude
on the domain and resolution specified by module grids. Each dataset is defined by
an averaging period and time stamp which marks the end of the averaging period.
As the model integrates, the datasets are used to interpolate to the time correspond-
ing to each model time step. It should be noted that there is enough generality
to accommodate datasets with other periods (daily, hourly, etc) and treat them as
climatologies (periodic) or real data (non periodic). Also datasets with differing
periods may be mixed (example: climatological monthly SST may be used with
hourly winds from other datasets). The option used to configure this type of surface
boundary condition for MOM is time_varying_sbc_data which is described further in
Chapter[I9 There are four methods for interpolating these datasets to the time step
level required by MOM as described in Section[19.2].

3. ATMOS contains subroutines that prototype what must be done to couple MOM to
an atmosphere model for the general case of two way coupling when resolution and
land/sea areas do not match. The atmosphere model is unrealistic. It is intended
only to show that essentially two things must be done: a boundary condition grid
must be defined to match the atmospheric grid (which is assumed to be different
from the MOM grid resolution) and boundary conditions such as winds and heat
flux must be accumulated in arrays as indicated. The option used to configure this
type of surface boundary condition for MOM is coupled which is explained further
in Section

e NETCDF containdi fortran routines written by John Sheldon at GFDL for interfacing to
lower level netcdf routines. These lower level routines are resolved by linking to the
appropriate NetCDF libraries which will be site specific. The proper linking to these
libraries at GFDL is given in script run_mom. For other sites, the appropriate links will
have to be made by the researcher. The NetCDF section of any diagnostic can be used as
a template to add NetCDF capability to new diagnostics.

e EXP contains one sub-directory for each experimental design but only EXP/TEST_CASE
is indicated. If there were others, they would have the same structure. EXP may also
contains printout files from the four test cases described later. They were produced on the
CRAY T90 at GFDL and are named printout.0.gfld, printout.1.gfld, printout.2.gfld, and print-
out.3.gfld. These files can be used for comparison with results generated elsewhere and
are described further in Section[3.4l Under the EXP/TEST_CASE are two sub-directories:

1. MOM_UPDATES contains only code and run_scripts from the MOM_3 directory
which need to be altered to define an experiment (e.g. the test case on another
platform). Actually, no fortran code is included here because the basic MOM_3 files
are already configured for the test case at GFDL. Typically though, the following

8This directory has been superseded by the parallel I/O interface described in http://www.gfdl.gov/ vb.
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would be a minimum set of useful ones: module grids and run_grids which are used
to design the grid, size.h which is used to implement the grid size, and module topog
and run_topog which are used to design the topography and geometry. Also, any
other subroutine requiring changes must be placed in this directory because Cray
script run_mom looks to this MOM_UPDATES directory for all updated code.

2. PREP_UPDATES contains only code and CRAY T90 run_scripts from the PREP_DATA
directory which would have be altered to define the test case. Actually, none are
here since the ones in PREP_DATA are already setup to do the test case. Typically
though, only run_scripts need be copied into this directory to alter pathnames (near
the beginning of the scripts) which point to where interpolated initial conditions and
surface boundary conditions are to be written. The scripts are then executed from
this directory on the CRAY T90 to build the interpolated DATABASE appropriate
for the resolution specified by module grids.

3.3 The MOM Test Cases

MOM is executed by a CRAY T90 script run_mom which is in directory MOM_3 on the work-
station side of the file structure. The script executes a test case global domain with a horizontal
resolution of 3° in longitude by about 2.8° in latitude with 15 vertical levels. This yields 122
points in longitude (120 + 2 for cyclic conditions) and 66 latitude rows (64 + 2 for boundary
rows which is a useful size for parallel processing tests with up to 64 processors). For simplicity
and portability, idealized internally generated geometry (not very accurate) and topography
(absolutetly bogus) are used. More realistic data can be easily included by enabling the option
for Scripps topography in the run script. Many diagnostics are enabled (to demonstrate that
they work) and output is in 32 bit IEEE format. As an alternative, an option for NetCDF
formatted output can be enabled within the run script.

Only a very few options are enabled to keep physics simple for the test cases. Basically, an
option is enabled for constant vertical mixing. In the horizontal, a variable horizontal mixing
parameterization is enabled which weights the constant horizontal viscosity coefficient by the
cosine of latitude to compensate for the convergence of meridians. This aids in resolving
the Munk boundary layer at each latitude yet keeps the Killworth time step restriction from
limiting the time step at high latitudes. When realistic topography is used, a light smoothing of
topography is also needed and enabled northward of 85N to reduce topographic slopes so the
Killworth condition remains satisfied. Latitudes northward of 75N are filtered with a fourier
filter to compensate for time step restrictions due to convergence of meridians.

The barotropic equation is solved by the method of rigid lid stream function although
options exist for an implicit and explicit free surface as well. The time steps are asynchronous
with 1 day for density and 1 hour for internal and external modes.

Test cases #0, #1, #2, and #3 use various types of surface boundary conditions with the
above configuration. They are selected by setting the CASE variable within script run_mom as
follows:

e CASE=0 uses idealized surface boundary conditions which are a function of latitude
only and independent of time: zonally averaged annual mean Hellerman and Rosen-
stein (1983) wind stress with surface temperature and salinity damped back to initial
conditions on a time scale of 50 days using a thickness of about 25 meters. Initial condi-
tions are no motion and an idealized temperature (function of latitude and depth) and
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salinity (constant) structured. All required data is generated internally and therefore the
DATABASE is not needed. This is similar to the test case for MOM 1. The results are in
file EXP/TEST_CASE/printout.0.gfdl.

e CASE=1 is similar to CASE=0 except uses time mean surface boundary conditions
from SBC/TIME_MEAN which are assumed to have been prepared using scripts run_sbc
and run_ic in PREP_DATA. These surface boundary conditions are a function of longitude
and latitude butindependent of time. The results are in file EXP/TEST_CASE/printout.1.gfdl.

o CASE=2issimilar to CASE=0 except uses time varying surface boundary conditions from
SBC/MONTHLY as described in Section 3.2] which are assumed to have been prepared
using scripts run_sbc and run_ic in PREP_DATA. The surface boundary conditions are
linearly interpolated to each time step as the integration proceeds. The results are in
file EXP/TEST_CASE/printout.2.gfdl.

e CASE=3 is similar to CASE=0 except uses surface boundary conditions supplied by an
idealized atmospheric model as described in Section[3.2] This illustrates coupling MOM
to an atmospheric GCM. The results are in file EXP/TEST_CASE/printout.3.gfdl.

3.3.1 The run_mom script

As mentioned previously, script run_mom is a UNIX C shell script which executes the MOM four
test cases (#0, #1, #2, and #3) on the CRAY T90 at GFDL. Questions regarding the extension of
this script or developing scripts for other platform architectures cannot be answered by GFDL.
All extensions or alterations are left to the researcher. The following is a description of how
script run_mom works: Near the beginning of script run_mom, pathnames point to where all
required directories are located at GFDL. They will have to be changed at each installation.
Control for which test case executes is given by C shell variable CASE. CASE=0 is for test case
0 and so forth.

When run_mom executes, it copies all Fortran code from directory MOM_3 into a work-
ing directory followed by all code from either MOM_3/SBC/TIME_.MEAN (if CASE = 1),
MOM_3/SBC/MONTHLY (if CASE = 2), or MOM_3/SBC/ATMOS (if CASE = 3). If any NetCDF
option is on, all files from MOM_3/NETCDHY are also copied. Lastly, it copies all Fortran code
from the EXP/TEST_CASE/MOM_UPDATES directory thereby installing all changes necessary
(if any) to build the particular model.

Various ways of configuring MOM are controlled by options in Part VIl Diagnostics
options are enabled as described in Chapter [39]. Options are set within the script using cpp
preprocessor commands of the form -Doption1, -Doption2 and so forth. These options eliminate
or include various portions of code to construct a model having the desired components. They
are also used to enable diagnostics and whether output is in NetCDF format or not. Note
also, that the computer platform is specified within run_mom. Currently, the list includes -
Dcray_ymp, -Dcray_c90, -Dcray_t90, and -Dsgi. Based on which setting is chosen, appropriate
platform options are added for routines in MOM _3/NETCDH.

There is no makefile supplied for compiling MOM. If compile time is an issue, then one can
be constructed by the researcher. In the compiling section of the script, there is provision for

If Levitus (1982) SST and sea surface salinity are to be used as initial conditions, option levitus_ic must be
enabled as discussed in Section 28]

OThis directory has been superseded by the parallel I/O interface described in http://www.gfdl.gov/ vb.

This directory has been superseded by the parallel I/O interface described in http://www.gfdl.gov/ vb.
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enabling a bounds checker. This is strongly recommended as standard operating practice for
verifying that subscripts do not exceed array bounds in newly developed code. Afterwards,
the bounds checker should not be used since it significantly slows execution.

The compiling and linking to an executable is done in one step under Fortran 90. After
compiling, separate namelist files are constructed which contain specifications to reset various
defaulted quantities. Refer to Section [14.4] for a list. These namelist files are read by subrou-
tine setocn and other initialization subroutines specific to individual parameterizations which
have been enabled.

At this point, the executable is executed and output is redirected to file results which is later
copied to the appropriate printout file. Except for the printout file which is ASCII, all diagnostic
data is written to separate files as either IEEE 32 bit data (having a “.yyyyyy.mm.dd.dta”
suffix) or NetCDF formatted data (having a “.nc” suffix) as described in Chapter 391 The
“yyyyyy.mm.dd” is a place holder for year, month, and day and this naming convention is
explained further in Section[39.2]

There are some additional files. The files document.dta and restart.yyyyyy.mm.dd.dta also
have a “.dta” suffix but are not diagnostic files. The “yyyyyymm.dd” is a place holder
for year, month, and day and this naming convention is explained further in Section 39.2]
File document.dta is a formatted file containing all namelist settings plus some additional
information. File restart.yyyyyy.mm.dd.dta contains data needed to restart the integration from
the point where it last ended. To write a restart, variable restrt must be set to true in the namelist.
Within an actual integration, pathnames would be changed so that these files would be copied
to the experiment directory (e.g. cp *.nc EXP/ATLANTIC) on the supercomputer archive. Refer
to Section[39.3]for post processing the results.

The script run_mom is set to execute CASE=0. All test cases have a heavy load of diagnostics
enabled for demonstration purposes. Look at the timing estimates at the end of the printout
to see what they cost. Turn off the ones not needed by removing them from the option list in
script run_mom.

3.4 Sample printout files

As mentioned previously, there are four printout files corresponding to four test cases which
were executed at GFDL ona CRAY T90. Results from CASE=0are in file EXP/TEST_CASE/printout.0.gfdl,
from CASE=1 are in file EXP/TEST_CASE/printout.1.¢fdl, and so forth. These cases are not in-
tended to be scientifically meaningful. Rather they are included as examples of how to use
various types of surface boundary conditions and provide a means of checking that MOM is
behaving as intended. The following is a brief tour of file printout.0.gfdl.

File EXP/TEST_CASE/printout.0.gfdl begins by listing various surface boundary condition
names and units followed by the version number of MOM and the values of namelist variables.
If any variable was not included in the run_mom script namelist section, then it retains its
initialized value. Otherwise, the new value is given. Immediately below, there is the file
sizes in megawords needed for two dimensional fields (kflds) and the three dimensional fields
(latdiskl and latdisk2) where the latitude rows reside. If option ramdisk is enabled, these files
are actually stored in memory but behave as if stored on disk.

Next, there is output from the grids module detailing everything relevant to grid cells. All
this is summarized by a checksum which is essentially a sum over all grid cell information.
Following this is a summary of temperature and salinity ranges used to compute density
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coefficients and a checksum of the coefficientd!d. Afterwards, output from the topography
module fopog supplies information about the kmt; ., field. Changes to the kmt; jp field
are best done in a stand alone mode using script run_topog. Checking for violations is done
iteratively so this section rambles on for awhile. If everything is as it should be then some
basic statistics relating to geometry and topography are given with a map of land masses and
island perimeters followed by a map of kmt; j,,, . Along with these maps is information on
how to suppress their printing since they can take up lots of space. The section finishes with a
checksum for the topography and geometry.

After constructing a checksum over initial conditions, various initializations are indicated.
The time manager module tmngr gives details on the calendar and time at initial conditions
as well as information on the reference time for diagnostic switches. This is followed by
information on damping surface tracers back to data which is given when option restorst is
enabled.

Since the test case is of global extent, filtering of latitude rows is enabled (by option fourfil
or firfil) and information is given as to which latitudes are filtered and by how much. Refer to
Chapter 27 for a discussion of filtering.

Next comes some statistics on regions which have been arbitrarily set for diagnostic pur-
poses along with a map detailing where the regions are. A detailed listing of filtering indices
is suppressed but may be switched on as indicated in the printout. The time step multipliers
are all set to unity indicating that there is no timestep acceleration with depth.

If option time_averages has been enabled, information on the grid over which data will be
time averaged is given and if option save_xbts is enabled, the XBT station locations are given.
Depending on enabled options, other initializations may give output here after which a general
consistency check is done involving all enabled options. Two levels of messages are given:
error and warning checks. After all messages are listed, if one or more error messages is present
the model will stop. Warning messages will not stop the model, but the researcher should be
aware of them and convinced they are harmless before continuing.

The preliminary setup finishes with a summary of enabled options after which a breakdown
of the number of time steps per ocean segment and number of segments per integration is given.
This is of interest only when option coupled is enabled.

A heavy battery of diagnostics are enabled but only for illustrative purposes. They are
fully described in Chapter[391and the I/O control variables are set to save data to unformatted
tiles with suffix .dta as well as formatted to the printout file. At the end of the integration,
all files are listed and a timing analysis is given detailing times taken by various sections of
MOM. This is useful but once the information is digested, the timing should be turned off by
not enabling option timing.

The other printout files are very similar except for case #3 which has more output because
option trace_coupled_fluxes has been enabled to show details of surface boundary conditions as
they are being interpolated from ocean to atmosphere and visa versa.

3.5 How to set up a model

As an example, assume an Atlantic model is to be set up. Once familiar with the directory
structure as outlined in Section[3.2]and illustrated in Fig[3.1} the following step may be used:

2Density coefficients are computed by a call to module denscoef.F from within the model.
3Note that it is no longer necessary to construct density coefficients prior to executing the model.



3.5. HOW TO SET UP A MODEL 23

1. Add a sub-directory under EXP with two additional sub-directories for containing up-
dates or changes which when applied to the base code in MOM_3 will defined the new
model. For example, the new experiment might be named EXP/ATLANTIC and the two
additional sub-directories: EXP/ATLANTIC/MOM_UPDATES and EXP/ATLANTIC/PREP_UPDATE

2. Copy file grids.F and script run_grids from MOM into EXP/ATLANTIC/MOM_UPDATES.
If not executing on a CRAY T90, add option sgi to script run_grids. Specify a domain and
grid resolution by entering changes in the USER INPUT of module grids as described in
Chapter[16l Execute script run_grids. Examine the output and when satisfied, copy size.h
from MOM into the EXP/ATLANTIC/MOM_UPDATES directory and make the indicated
parameter changes. This domain and grid resolution will now be available to other
modules and MOM.

3. Copy file topog.F and script run_topog from MOM_3 into EXP/ATLANTIC/MOM_UPDATES.
The model geometry and topography will be generated by executing script run_topog
with options outlined in Chapter If not executing on a CRAY T90, add option sgi to
script run_topog. The domain and resolution will be defined from module grids. Note
that the kmt; j,o, field is printed out. Decide which if any changes are needed and enter
them in the USER INPUT section of module topog. The kmt; .., field can also be viewed
with option topog_netcdf which may be more convenient.

Recommendation: When setting up a model for the first time, use options idealized_kmt
with flat_bottom to generate a flat bottomed idealized geometry for the region of interest.
After becoming comfortable with the way the process works, enable a more appropriate
option (e.g., option scripps_kmt).

4. Select options from a list of available ones described in Part[VIIl Enable selected options
by including them on the compile statement in script run_mom to configure the model.
Diagnostics are the analysis tools used to help understand the model solution. Select
appropriate diagnostics from the ones described in Chapter 39 and enable them by
including them on the compile statement in script run_mom.

Recommendation: When setting up a new model, use options idealized_ic, simple_sbc,
and restorst which will simplify initial conditions and boundary conditions. Also, choose
the simplest mixing schemes using options consthmix and constvmix. Only after verifying
that results are as expected should consideration be given to moving on to more appro-
priate options. In general, progress by enabling and verifying one option at a time until
the desired configuration is reached. If problems occur, simlify the configuration to help
pinpoint the cause.

5. Some options require input variables to be set. All are set to default values but these
values may not be appropriate for the researcher’s particular configuration. Their values
may be changed to more appropriate ones through namelist. For setting input variables,
read through Section [[4.4] for a description of the namelist variables. Also, guidance is
often given within the description of the option and this information should be read.

The following steps are optional. They apply if the DATABASE is to be used or op-
tion time_averages is enabled.

1. If it is desirable to use data from the DATABASE, copy the scripts from PREP_DATA
into the EXP/ATLANTIC/PREP_UPDATES directory, change pathnames to point appro-
priately, and execute run_sbc followed by scripts run_ic and run_sponge. These will build
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a copy of the DATABASE appropriate to the domain and resolution specified in mod-
ule grids.

2. Ifitis desirable to produce time averages during the integration, copy script run_timeavgs
and file timeavgs.F to EXP/ATLANTIC/MOM_UPDATES. The grid used for producing
time averages must be defined by modifying the USER INPUT section of file timeavgs.F.
The entire model grid or a subset of grid points may be chosen. If after executing this
script, a change is made to module grids, then this script must be executed again to
re-establish the averaging grid. If examining the results file indicates that everything is
as intended, copy file timeavgs.h from MOM_3 to EXP/ATLANTIC/MOM_UPDATES and
make the indicated parameter changes.

3.6 Executing the model

Once the steps in Section[3.5have been taken, make a copy of script run_mom, change pathnames
to point appropriately and add the desired options from Part [VIII Any options used in
scripts run_grids and run_topog must also be included in the run_mom script. If not executing
on a CRAY T90, try using option sgi, option cray_ymp, or option cray_c90 in script run_mom. To
keep things simple, make a short test run with options time_step_monitor,snapshots and netcdf
to produce a snapshot of the data. Have a look at the data using Ferret (Section[39). After a
successful test run, enable the desired diagnostic options and disable option timing.

3.7 Analyzing solutions

MOM is instrumented with a large number of diagnostic options for analyzing model solu-
tions. Some diagnostics simply output prognostic quantities while others perform involved
computations to generate derived quantities. Diagnostic datasets can be saved in NetCDF
format and the recommended way of visualizing and manipulating this data is with Ferret.
Ferret is a graphical analysis tool developed by Steve Hankin (1994) at NOAA/PMEL ( email:
ferret@pmel.noaa.gov, web: http://www.pmel.noaa.gov/ferret/home.html).

Production scripts

Production scripts are left to the researcher although they can be modeled after run_mom.
At the minimum, commands must be added to allow for automatic reloading, archiving of
results, and handling problems associated with long running experiments which may be site
specific.

3.8 Executing on 32 bit workstations
The platform option to use with workstations is “-Dsgi” which works for the SGI workstations
at GFDL. Other workstation platforms may require some changes. For instance, It has been

reported that 32 bit IEEE formatted data can be read on a DEC Alpha workstation by altering
the open statement and using the option “convert” as in

open ( ... ,convert="big_endian’)
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although since GFDL has no DEC Alpha’s, this has not been verified.

If executing on any workstation with a typical 32 bit word length, it is recommended that
double precision (usually a compiler option) be used otherwise numerical truncation may
significantly limit accuracy. On an SGI Indigo 4000 workstation, the options to do this are “-O2
-mips2 -r8 -align64 -Olimit 2160”.

For test cases #1 and #2, recall that data in the DATABASE is in 32 bit IEEE format. Routines
for reading this data (e.g. ic.F and sbc.F in PREP_DATA) and preparing it for the model can
be compiled with 32 bit word length “-O2” and the write statements changed to output real*8
data.

Alsonote that when a direct access record length is being specified while executing in double
precision (as is done in MOM_3/SBC/MONTHLY/setatm.F), the number of words needs to be
doubled to account for writing double precision data.

3.9 NetCDF and time averaged data

All datasets with NetCDF format end with a “.nc” suffix. If these datasets contain time averaged
data, the time at which the data is defined is at the middle of the averaging period (not at the
end). For example, a monthly mean windstress for September would be defined at Sept 15th.
This is done to prevent confusion on plots. Otherwise, if the convention of placing the time
stamp at the end of the averaging period were followed, the same plot would show a date of
October 1st at zero hours.

3.10 Using Ferret

Here are some useful things to keep in mind when using Ferret to analyze diagnostic output
in Netcdf format.

e Ferret recognized files as being Netcdf format by the “use” command. For example, to
analyze the diagnostic file “snapshots.dat.nc”, try

use snapshots.dat.nc

If a message about negative values at the start of the time axis appears, it just means that
the time stamp in the file is before year 1900.

If a message appears complaining that “evenly spaced axis has edges definition: xt_i
- ignored”, it just means that the grid has constant resolution and edges specifications
which have been added to the NetCDF file to account for non-uniform grid resolution is
being ignored. Nothing to worry about.

e All data on land points are currently set to a flag value of —1.E34 in MOM_3. In early
versions, the flag value was set to zero. Ferret can use either of these values to mask
out land points for plots. For example, if a flag value of zero was used, the temperature
(variable “temp”) at level k = 1 from a snapshot file “snapshots.yyyyyy.mm.dd.dta.nc”
can be plotted using
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shade if temp ne O then temp
If the flag value is —1.E34, the following command will produce the same plot
shade temp

because Ferret interprets —1.E34 as missing data.

When analyzing data from global models where option cyclic has been enabled, it is
sometimes useful to move the Greenwich Meridian to the middle of a plot. Otherwise, the
Atlantic ocean will be split at the Greenwich Meridian between the eastern and western
sides of the plot. As an example, consider the file “snapshots.yyyyyy.mm.dd.dta.nc”
from the test case. Moving the Greenwich Meridian can be done in Ferret by defining a
new longitude axis “xnew” by cloning a portion of the original x-axis without the extra
longitudes (i=1 and i=92), and using option “modulo”. The Ferret command is

define axis/from_data/name=xnew/x/units=degrees x=[g=temp,i=2:91]
set axis/modulo xnew

The following Ferret commands will contour the stream function from file “snapshots.yyyyyy.mm.dd.dta.nc”

with the Greenwich with a longitudinal region specified from 20°W to 20°E.

set reg/x=20w:20e
fill psi[gx=xnew]

Some NetCDF datasets such as Hellerman windstress which has been interpolated to
model resolution by script run_sbc or Levitus data which has been interpolated to model
resolution by script run_ic do not have land values flagged. The interpolated data from
which NetCDF formatted data is constructed contains linearly extrapolated values over
land (there is no information on which cells are land and which are ocean). The rea-
son for this is so that if changes are made to topography the datasets don’t need to
be re-generated. However, the un-interpolated Levitus NetCDF dataset produced by
script run_levitus_netcdf) has land values flagged. When comparing interpolated datasets
(without flagged land values) with model generated data, the land flags can easily be
generated for plotting purposes. For instance, suppose model generated temperature
(variable “temp” from “snapshots.yyyyyy.mm.dd.dta.nc” which is assumed to be the
first dataset [d=1]) is to be compared with interpolated Levitus temperature (variable
“t_lev” from “levitus.dta.nc”) for March at level k = 2 (the second dataset [d=2]). The
following commands will show the interpolated Levitus data with land masked out

shade if temp[d=1] ne -1.E34 then t_lev[k=2,1=3,d=2,j=2:60]

If the flag value of “-1.E34” does not work then use a “0” instead. The [ = 3 signifies the

month of March and the range on “j” is to make the latitude range match the range from
the file snapshots.yyyyyy.mm.dd.dta.nc for the test case resolution.
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3.11 Upgrading from MOM 1

MOM 1 included an upgrade script for incorporating changes. Since there is a major architec-
tural difference between MOM 1 and MOM 2, there are too many changes to offer a meaningful
upgrade approach from MOM 1. The only recourse is to bite the bullet and switch to the latest
release. It should be obvious that the appropriate time for switching is at the beginning of an
experiment but not in the middle of one.

3.12 Upgrading to the latest version of MOM

MOM 2 version 1.0 included a script “run_upgrade_sgi” for incorporating local changes into
newer versions of MOM 2. This approach has since been discarded in favor of a much better
one: reliance on the directory structure in MOM and a new utility ... the graphical difference
analyzer “gdiff” which exists on Silicon Graphics workstations and makes easy, painless work
out of what was once a difficult, time consuming, and complicated task. Even better is “xdiff”
which is an X windows based graphical difference analyzer. If similar tools are not available,
an alternative method outlined below will still work reasonable well, only not as easily as
using “gdift” of “xdiff”. These utilities have become indispensable for development work at
GFDL.

Standard operating practice

First and foremost, as a matter of operating practice, NEVER change a routine within the parent
MOM_3 directory. Copy the routine first into an UPDATES sub-directory and make changes
there. A different UPDATES sub-directory should be maintained for each experiment. Variants
of routines within each UPDATES sub-directory can be kept in further sub-directories; with
each sub-directory inheriting routines to be changed from its parent directory and adding local
modifications; for example,

e PACIFIC/MOM _UPDATES/HLFX
e PACIFIC/MOM_UPDATES/HLEX/TEST1

In this way, a hierarchy of changes can be built. If this hierarchy is carefully designed, se-
lecting sub-directories to copy in decending order down the branches of the hierarchy will
allow any combination of updates to be applied. This can convieniently be done within
the run script. Look at script run_mom to see how all routines are first copied from the
parent directory MOM_3 into a temporary working directory followed by all routines from
MOM_3/EXP/TEST_CASE/MOM_UPDATES. If there were a sub-directory hanging off of MOM_UPDATES,
all routines from this last sub-directory would be copied next and so forth. After routines from
all sub-directories have been copied, the desired model will have been built in the working
directory.

Before starting to upgrade to a newer version of MOM, move the whole existing MOM_3
directory structure to MOM_3_OLD using

mv MOM_3 MOM_3_OLD

Then install the newer MOM_3 directory by uncompressing and extracting the tar file after
retrieving it from the GFDL anonymous ftp. Now, for illustrative purposes, assume all local
updates are kept in
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MOM_3_OLD/EXP/BOX/MOM_UPDATES

This sub-directory will be referred to as OLD_UPDATES. It is important to realize that although
many of the routines in the newer version of MOM may have changed, only routines in
OLD_UPDATES will have to be examined. Make a similar sub-directory within the new
MOM_3 directory using

mkdir MOM_3/EXP/BOX/MOM_UPDATES

Let this new sub-directory be referred to as NEW_UPDATES. Note the list of files in OLD_UPDATES.
Copy the corresponding files from the new MOM_3 directory into NEW_UPDATES. If ad-
ditional personal files have been added to OLD_UPDATES, then copy them as well into
NEW_UPDATES.

3.12.1 The recommended method to incorporate personal changes

Go to the NEW_UPDATES sub-directory and use “gdiff” or “xdiff” to compare each file (one
at a time) in OLD_UPDATES with the corresponding one in NEW_UPDATES. As an example,
consider the file “grids.F” and use the command

gdiff OLD_UPDATES/grids.F grids.F

Within “gdiff”, click the right mouse button to bring up the option menu. Select PICK
RIGHT to mark all changes from “grids.F” in NEW_UPDATES. Then scroll through the
code and use the left mouse button to mark each local change to be taken from “grids.F”
in OLD_UPDATES. In the event that part of a local change from OLD_UPDATES overlaps a
change from NEW_UPDATES, an editor can be used afterwards to make the resulting code as
intended. With “xdift”, individual lines from overlapping changes can be selected from each
file which makes the use of an editor unnecessary. When done, use the right mouse button to
select WRITE FILE. The correct filename and path “NEW_UPDATES/grids.F” should appear
as the default. After clicking on the OK button, this new file containing all marked changes
merged together will replace the existing file in NEW_UPDATES.

When finished, all local changes will have been transferred to the files in NEW_UPDATES. As
a check, use “gdift” to compare routines in NEW_UPDATES to the ones in the new MOM_3
directory. Only local changes should show up. As newer releases of MOM become available,
the above strategy for upgrading is strongly recommended. This method has been in use at
GFDL over the past year to incorporate new changes into the development version of MOM
as well as to upgrade researchers from older versions to the development version.

3.12.2 An alternative recommended method

If there is no access to a “gdiff” or “xdiff” utility, the alternative method will work well. Com-
pare each routine (one at a time) in OLD_UPDATES to the corresponding one in MOM_3_OLD
to find local changes. Do this using “diff” with the “-e” option. As an example, take the file
“grids.F” and use the command

diff -e MOM_3_OLD/grids.F OLD_UPDATES/grids.F > mods
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Inspect the file “mods” to view local modifications which have been made. While view-
ing file ‘mods” in an editor, open another editor and look for each modification in file
OLD_UPDATES/grids.E. Find the corresponding location in file NEW_UPDATES/grids.F and
use the “cut and paste” method to transfer the local modifications.

3.13 Finding all differences between two versions of MOM

As changes, bug fixes, and new parameterizations are incorporated into MOM, newer versions
of the code and manual will be placed along older versions on the GFDL anonymous ftp server.
To upgrade existing code to the latest version, refer to Section To inspect what changes
have been made since a previous version, create a NEW directory, then from within this NEW
directory, uncompress and extract the tar file (e.g. MOMa3.xtar.Z)to build the latest MOM_3
directory structure. Differences between old and new versions can be generated using

diff -r MOM_3_OLD MOM_3_NEW > x

"_ 7

where option “r” generates differences between sub-directories recursively and places the
differences in file “x” which may be a huge file. To find which routines have changes, use

grep \"diff x
Files that appear in one directory and not in the other can be found with

grep \"Only x

3.14 Applying bug fixes

In between releases of MOM, it is necessary to be able to correct bugs. If the number of lines
of code needed to correct a bug is significantly smaller than the number of code lines in the
file being corrected, then it is more efficient to supply the changes rather than the new file. For
example, If file “changes” was constructed as

diff -e oldfile newfile > changes

then file “newfile” can be constructed from file “oldfile” using the following C shell script:

#! /bin/csh -f

# update script to build newfile from oldfile using changes which

# were generated by diff -e oldfile newfile > changes

if ($3 == "") then
echo " "
echo ’script "update" builds "newfile" from "oldfile"™ using "changes"’
echo "which were generated by diff -e oldfile newfile > changes"
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echo "->usage: update oldfile changes newfile"
exit

endif

set oldfile = §1

set chgs = $2

set newfile = $3

set work = .temp

cat $chgs > $work

echo "w $newfile" >> $work

echo "q $newfile" >> $work

ed $oldfile < $work

/bin/rm $work

echo "->Done building $newfile from $oldfile + $changes™

If the above script is saved as file “update”, then the following one-liner will built the “newfile”
from the “oldfile”:

update oldfile changes newfile
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Chapter 4

Fundamental equations

The continuum equations discretized by MOM are introduced in this chapter. Subsequent
chapters in this part of the manual will elaborate on the equations and the numerical methods
used to realize solutions. Much of this discussion was written with the help of Martin Schmidt
(martin.schmidt@io-warnemuende.de).

4.1 Assumptions

MOM is a finite difference version of the ocean primitive equations, which govern much of the
large scale ocean circulation. As described by Bryan (1969), the equations consist of the Navier-
Stokes equations subject to the Boussinesq and hydrostatic approximations. The equation of
state relating density to temperature, salinity, and pressure can generally be nonlinear, thus
representing important aspects of the ocean’s thermodynamics. Prognostic variables are the
two active tracers potential temperature and salinity, the two horizontal velocity components,
any number of passive tracer fields, and optionally the height of the free ocean surface. The
discretization consists of spatial coordinates fixed in time (fully Eulerian), with surfaces of
constant depth determining the vertical discretization and a spherical (latitude/longitude) grid
for the horizontal.

As discussed by many authors, including the original paper by Boussinesq (1903), as well as
Spiegel and Veronis (1960), Chandrasekhar (1961), Gill (1982), and Miiller (1995), the Boussinesq
approximation is justified for large-scale ocean modeling on the basis of the relatively small
variations in density within the ocean. The mean ocean density profile p.(z) typically varies
no more than 2% from its depth averaged value p, = 1.035gcm™ (page 47 of Gill 1982).
The Boussinesq approximation consists of replacing p.(z) by its vertically averaged value poﬂ
In order to account for density variations affecting buoyancy, the Boussinesq approximation
retains the full prognostic density p = p(A, ¢, z, t) when multiplying the constant gravitational
acceleration. Equivalently, the vertical scale for variations in the vertical velocity is much
less than the vertical scale for variations in p.(z), and fluctuating density changes due to
local pressure variations are negligible. The latter implies that the fluid can be treated as
incompressible, which excludes sound and shock waves.

In addition to the Boussinesq approximation, Bryan imposed the hydrostatic approxima-
tion, which implies that vertical pressure gradients are due only to density. When horizontal

InMOM 1 and the Cox versions of the model, p, was setto 1.0 g cm™ (a difference of 3.5% relative to the accepted
value of 1.035 g cm™) to eliminate a few multiplies in the momentum equations for reasons of computational speed.
MOM 2 and subsequent versions use p, = 1.035gcm™.

25
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scales are much greater than vertical scales, the hydrostatic approximation is justified and, in
fact, is identical to the long-wave approximation for continuously stratified fluids. According
to Gill (1982), the ocean can be thought of as being composed of thin sheets of fluid in the
sense that the horizontal extent is very much larger than the vertical extentd. Therefore, kinetic
energy is largely dominated by horizontal motions.

Consistent with the above approximations, Bryan also made the thin shell approximation
because the depth of the ocean is much less than the earth’s radius, which itself is assumed
to be a constant (i.e., a sphere rather than an oblate spheroid). The thin shell approximation
amounts to replacing the radial coordinate of a fluid parcel by the mean radius of the earth,
unless this cordinate is differentiated. Correspondingly, the Coriolis component and viscous
terms involving vertical velocity in the horizontal momentum equations are ignored on the
basis of scale analysis. These assumptions form the basis of the Traditional Approximation.
For a review and critique of the Traditional Approximation, as well as for a review of the
typical approximations made in ocean modeling, see Marshall et al. (1997). Additionally, the
thesis by Adcroft (1995) provides added details regarding the different dynamical processes
omitted upon making the various approximations.

For the handling of subgrid scale (SGS) processes, Bryan made an eddy viscosity/diffusivity
hypothesis. This hypothesis says that the affect of sub-grid scale motion on larger scale motions
can be accounted for in terms of eddy mixing coefficients, whose size is many orders of
magnitude larger than the molecular values. This hypothesis is controversial, and likely will
remain so as long as turbulence remains a fundamentally unsolved problem. Pragmatically,
however, some form of this approximation appears necessary in order to maintain numerical
stability. Much of the research since Bryan revolves around SGS parameterizations. The hope
is that such work will yield more physically based and consistent SGS assumptions.

Bryan made the rigid lid approximation to filter out external gravity waves. The speed
of these waves places a severe limitation on economically solving the equations numerically.
As noted above, displacements of the ocean surface are relatively small. Their affect on the
solution is represented as a pressure against the rigid lid at the ocean surface. Two options in
MOM relax the rigid lid approximation by allowing a free surface.

4.2 The primitive equations

The continuous equations solved by MOM are given by

- —V-(uu)+v(f+ut€;n¢)—(apo '1COS¢)p/\+(KmuZ)Z+F” 4.1)
o = —V-(vu)—u(f+utzn¢)—($)p¢+(1<mvz)z+lﬂ’ 4.2)
w, = =V, -u, (4.3)
p: = —pg (4.4)

ZNote that this is not valid if the purpose is to accurately model convection where horizontal and vertical scales
may be comparable. See Marshall ef al. (1997) for more details.
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6; = -V-[uf+F@O)] (4.5)
s = =V-:[us+F(@s)] (4.6)
p = p0,s,2). 4.7)

The coordinate ¢ is latitude, which increases northward and is zero at the equator. A is longi-
tude, which increases eastward with zero defined at an arbitrary longitude (e.g., Greenwich,
England). z is the vertical coordinate, which is positive upwards and zero at the surface of a
resting ocean. Boldface characters represent vector quantities.

4.2.1 Basic constants and parameters

All units in MOM are cgs.
e The Boussinesq density is given by (page 47, Gill 1982)

po =1.035g cm™. (4.8)

e The mean acceleration from gravity is given by

¢ =980.6cm s72. (4.9)

e The mean radius of the earth is given by
a = 6371 x 10° cm. (4.10)

This is the radius of a sphere having the same volume as the earth (page 597, Gill 1982).
For earth, the equatorial radius is about 6378 km and the polar radius is about 6357 km.
Neglect of such non-spheroidal effects is ubiquitous in ocean modeling. For a discussion
of the differences between spheroidal and the more exact oblate-spheroidal, refer to the
discussion in Veronis (1973).

e The Coriolis parameter is given by
f = 2Qsing. (4.11)

The earth’s angular velocity Q is comprised of two main contributions: the spin of the
earth about its axis, and the orbit of the earth about the sun. Other heavenly motions
can be neglected. Therefore, in the course of a single period of 24 * 3600 = 86400 s, the
earth experiences an angular rotation of (27t + 271/365.24) radians. As such, the angular
velocity of the earth is given by

O (27‘( + 27'(/365.24)

86400s

_ ( T )s—l
— \43082
7.292 x 107571 (4.12)
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4.2.2 Hydrostatic pressure and the equation of state

The pressure p is diagnosed through the hydrostatic equation (£.4). In this equation, the in situ
density p is employed, where p = p(6, s, p) is a diagnostic expression for the equation of state.
Note that traditionally, p = p(0, s, z) is used to evaluate the equation of state, rather than p =
p(0,s,p). Due to the strong hydrostatic nature of the ocean, the horizontal pressure variations
are neglected for the purpose of evaluating the equation of state. Dewar et al. (1997) discuss the
potential inaccuracies associated with this approach. Recent MOM implementations include
the ability to diagnose density using the actual pressure from the previous model time step.

4.2.3 Horizontal momentum equations

Equations (4.1) and (4.2) are the horizontal momentum equations. The velocity field
u=(u,v,w) = (u,w) (4.13)

is written in terms of the zonal, meridional and vertical components, respectively. The vertical
velocity is diagnosed through the continuity equation (4.3). Horizontal velocities are driven
by the following terms:

4.2.3.1 Coriolis force

The Coriolis force
Fc=uAfi=f(v,-u,0) (4.14)

arises from writing the equations in the rotating reference frame of the earth. This force does
zero work on the fluid, since u - Fc = 0. In the northern hemisphere, this force acts to the right
of the fluid velocity vector, and in the south, it acts to the left.

4.2.3.2 Horizontal pressure gradient

The horizontal pressure gradient —V;p acts to drive the fluid towards regions of low pressure.
This gradient arises from spatial gradients in the pressure at the ocean surface (the barotropic
pressure gradient) and pressure interior to the ocean (the baroclinic pressure gradient). Baroclinic
pressure gradients arise from density gradients as determined through the hydrostatic relation.
The steady state balance of the Coriolis force and the total pressure gradient force forms the
geostrophic balance. This balance is relevant for large scale ocean circulation. All of the other
terms in the velocity equation act to make the flow deviate from geostrophy.

4.2.3.3 Advection

The convergence of the advective fluxes -V - (uuy) and -V, - (vuy) provide fundamental
sources of nonlinearity to the equations of motion. They arise from the use of an Eulerian,
rather than a Lagrangian, reference frame for describing the fluid motion. Their presence adds
substantially to both the richness and complexity of fluid dynamics.
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4.2.3.4 Nonlinear advective “metric” term

The term
a7 u(uAz) tang (4.15)

arises from the curvature of the earth. Since the longitudinal and latitudinal unit vectors (4, ¢)
are not material constants, they contribute to the material time derivative of the velocity vector

% D()A\u + qBv)

Dt Dt
.Du ,Dv DA D¢
—/\ﬁ+¢ﬁ+uﬁ+vﬁ. (416)

For a derivation of the material derivatives of the unit vectors, see Section 2.3 of Holton (1992).
These these extra “metric” terms vanish when working on a plane, such as the f-plane or
B-plane, since for this case the unit vectors £ and # are constant. Additionally, this term, just as
the Coriolis force, does zero work on the fluid.

4.2.3.5 Vertical friction

The vertical friction (k,, uy), parameterizes the vertical exchange of horizontal momentum
due to subgrid scale processes. An eddy-viscosity hypothesis is the basis for the form of the
friction. No “metric terms” are needed, regardless of whether the vertical viscosity is constant
or spatially dependent.

4.2.3.6 Horizontal friction

Horizontal momentum friction parameterizes the exchange of horizontal momentum from the
SGS processes to the grid scale. An eddy-viscosity hypothesis is the basis for the form of the
friction. In general, this friction acts to dissipate kinetic energy without introducing spurious
sources of angular momentum. MOM provides options in which the friction can be second
order (Laplacian) or a fourth order (biharmonic). Details concerning the derivation of these
operators are provided in Chapter

4.2.4 Tracer equations

Equations and are the equations for the active tracers potential temperature 0 and
salinity s. Potential temperature is used rather than in situ temperature because it more
closely approximates a conservative variable. However, the paper by McDougall and Jackett
(1998) provide motivation to employ a modified version of potential temperature which even
more closely approximates a conservative variable than the traditional definition of potential
temperature. Note that in an adiabatic ocean for which nonlinear equation of state effects are
ignored, both salinity and potential temperature are materially conserved active tracers.

The flux vector F takes on one of a variety of forms depending on the choice of subgrid scale
parameterizations. For example, an older choice is to use horizontal and vertical diffusion

FuT) = -AV,T (4.17)
FXT) = -x,Ts, (4.18)
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where A}, is the horizontal diffusivity (cm?s™!) and x;, (cm?s™!) is the vertical diffusivity. The
“h” subscript on the diffusivities is historical, and it stands for “heat.” As discussed in Section
of Appendix[B] there is no problem with the use of vertically aligned tracer diffusion as
a framework for parameterizing dianeutral processes. Yet there is a fundamental problem with
horizontally aligned diffusive fluxes. The problem is that the ocean has a strong tendency to
diffuse along, rather than across, directions of constant locally referenced potential density (the
neutral directions as described by McDougall 1987), rather than constant depth. The differences
can be nontrivial for certain regions of the ocean, especially in western boundary currents
(Veronis 1975). For this reason, preference is given to use of the isoneutral diffusion tensor (see
Section [35.1)) rather than horizontal diffusion. Another increasingly common choice is to add
the Gent-McWilliams eddy induced transport, which can be formulated as a skew-diffusion
(see Section B5.1.6). Given these two choices, along with vertical diffusion, the flux for an
arbitrary tracer T is then given by

Fh(T) = —AI VhT - (A] - K)S Tz (4.19)
FA(T) = —(Aj+x)S-V,T — (k5 + AiS?) T, (4.20)
where
\Y
S = —( hp ) (4.21)
Pz

is the isoneutral slope vector with magnitude S, A is the isoneutral diffusivity, and « is the
“thickness diffusivity.” Note that x parameterizes the mixing of thickness only in the case when
k is constant. The distinction is discussed by McDougall (1998). Taking A; = x is common,
and it simplifies the horizontal tracer flux tremendously.

The hydrostatic approximation necessitates the use of a parameterization of vertical over-
turning associated with gravitationally unstable water columns. This parameterization is often
represented in the model by a convective adjustment algorithm, as described in Section [33.]
Other means to gravitationally stabilize the column are through the use of a very large value
of the vertical diffusivity, thus enhancing the vertical flux. More on vertical convection is
discussed in Section [33.1]

Finally, the model allows for the input of various tracer source terms, which may represent,
for example, a radioactive source for a passive tracer. These terms are not explicitly represented
in the equations written above for purposes of brevity.

4.3 Boundary and initial conditions

The system of model equations (4.1)-(4.7) is completed by a set of boundary conditions. The
kinematic boundary conditions define the ocean domain and describe its volume budget. The
sea floor is defined by specifying a surface with no normal flow. The sea surface is defined by
means of an equation of motion of the sea surface height.

The dynamic boundary conditions prescribe the flux of various quantities such as momen-
tum, heat, and passive tracers through the ocean boundaries. The sea floor employs insulation
conditions for heat, salt, and passive tracers; i.e., no-normal tracer flux through the sea floor.
Geothermal heating can be set through the model’s tracer source field. At the ocean surface,
boundary conditions are supplied for heat, passive tracers, and momentum. If fresh water flux
is not considered in the volume budget, an additional virtual salinity flux is needed.
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4.3.1 Bottom kinematic boundary condition
The bottom kinematic boundary condition is the no-normal flow condition
Tpottom - 1 = 0. (4.22)

Namely, with the ocean bottom defined by the algebraic expression f(A, ¢,z) = z+ H(A, ¢) =0,
the unit vector normal to the ocean bottom is given by

n -
bottom = N7
_ WD (4.23)
vV1+|V,H?
As such, the no-normal flow condition implies
w = —w,-VyH  z=-H(A,¢). (4.24)

For the degenerate case of a steep sidewall, 1y, Orients horizontally and the usual lateral
boundary condition

fgan - up = 0 (4.25)

is retained, where 71,,;; is a horizontal unit vector normal to the sidewall.
A second derivation uses the fact that the bottom is a material surface at z = —H(A, ¢). This
fact means that a particle initially on the bottom will remain so, and hence

D(z+H) _
Dt

This result implies again equation (.24).

For the rigid lid, a third derivation allows for a more ready implementation in MOM of the
bottom condition. The bottom kinematic condition can be generated by integrating Equation
from the surface to the ocean bottom using Equations (4.1), @.2), (6.4), and (6.5). The
finite difference equivalent of this method is used to generate vertical velocities in the interior
as well as at the bottom. A more complete discussion of the discrete vertical velocity at the
ocean bottom is given in Section

0. (4.26)

4.3.2 Surface kinematic boundary condition

In order to construct the boundary condition to be placed at the free surface z = 1) (see Figure
[4.7)), consider the algebraic equation which defines the position of the free surface

n-z=0. (4.27)

In the special case when there is zero water penetrating the free surface, D(n) — z)/Dt = 0 since
the free surface in this case is a material boundary for which a particle initially on the boundary
will remain on the boundary. The same reasoning was used previously to derive the bottom
kinematic boundary condition. The advent of a fresh water flux means that the free surface
is generally not an impermeable material boundary. Rather, the material time derivative of
(n — z) has a source term determined by the fresh water flux

D(n-z) 3
T z=1), (4.28)
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where gy, is the volume per unit time per unit area (dimensions of a velocity) of fresh water
entering the ocean through the free surface (g, > 0 for water entering the ocean across the free
surface). This result leads to the surface kinematic boundary condition

@r+u,-Vp)n=w+ gy z=1. (4.29)

As such, the surface height z = 1 has a time tendency J; ) determined by an advective flux of
height —uy, - Vj, 1, the Eulerian vertical velocity w(n), and the fresh water velocity qy.

Aw

V

Figure 4.1: Sketch of a shallow layer of fluid with a free surface and whose lower interface
is flat. Both the top and bottom boundaries are generally open to fluid. The height 7 is the
deviation from a resting ocean state, and z = z; < 0 is the vertical position of the layer bottom.

4.3.3 Dynamic boundary conditions

The purpose of this section is to discuss the dynamic boundary conditions, which are conditions
that prescribe the momentum flux through the model’s side, bottom, and top boundaries.

As discussed in Section[Z.4.T] bottom stress arises from both resolved topography, as well as
unresolved or sub-grid scale (SGS) topography and bottom boundary layer effects. In MOM,
it is possible to parameterize the SGS bottom stress either as a free-slip bottom drag,

Thottom—sgs = 0, (4.30)
or in terms of the flow near the bottom
Tbottom—sgs = poCDluhluh' (431)

Issues related to the stress arising from resolved topography with the full and partial cells are
discussed in Chapter[26] and the bottom boundary layer issues are discussed in Chapter 371
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The momentum flux through the sea surface 7,,s (dyn cm™?) comes from two sources:

Tsurf = Twinds T Tfreshs (4.32)

which are the wind stress 7;,,4s and momentum transfer in connection with a fresh water flux,
Tfresh- The dominating mechanism is the wind stress which comes from the interaction of the
wind field with the ocean surface waves. Since the atmosphere-ocean boundary layer is not
resolved by the model, it is parametrized, e.g., as function of the wind speed in some reference
height in the boundary layer. A simple example is

Twinds = Pa C'(l,()de |uwmd|uwmd/ (4.33)

where p, is the density of the air, u” is the wind speed and Cgi”d a drag coefficient which
depends on the wind speed, but also on the stability of the atmospheric boundary layer and the
wave height. Generally, the physically correct calculation of the wind stress is not well known.
Such uncertainty has prompted some climate modelers to consider coupling their ocean model
to a surface wave model. The wave model then directly feels the winds from the atmosphere
and is able to more accurately compute the surface stress field for use in the ocean model.
The other mechanism for the vertical momentum transfer is fresh water flux. The fresh
water volume flux through the air-sea interface carries a momentum which is approximately

Thesh = Gopsu™. (4.34)

As discussed in Section [7.4.2, MOM identifies this flux with g, p, u(z = 1), where u(z = 1) is
the horizontal current at the ocean surface. With a resolved boundary layer model, such as a
wave model, this identification would not necessarily be exact.

Momentum flux through lateral boundaries is given by no-normal flow as well as no-slip
boundary conditions. Therefore, all velocity components next the side walls are set to zero.
The means for doing so are through the model’s land-sea mask. Although the model employs
no-slip next to the side boundaries, all that is necessary for formulating the solution methods
for the tracer and momentum equations is the no-normal flow condition. This is an important
point since the distinction made in MOM between “side” and “bottom” is possible only through
its use of artificial stepped topography. In the real ocean, there clearly is no distinction. In
principle, therefore, the methods employed in MOM can be used for a free-slip model with a
smooth representation of the bottom.

The details on how the prescribed momentum flux through the model boundaries is linked
with the model variables are described in Sections

4.3.4 Tracer fluxes through the model boundaries

The tracer equations as given in Section4.2.4 require the specification of tracer fluxes through
the model boundaries. Tracer fluxes through the lateral boundaries and the sea-floor are
generally set to zero. The fluxes through the sea surface as heat flux, fresh water flux or
radiation are maintained by turbulent processes in the atmosphere-ocean boundary layer
which is not resolved by MOM. Parameterizations require input from both, such as the sea
surface temperature, surface salinity, surface air temperature, humidity, and/or wind speed.
MOM provides a coupling module which collects the required variables and permits the
calculation of the tracer surface fluxes. This includes information which is not calculated by
MOM but must be provided from a database or an atmosphere model. The relation of the
surface tracer fluxes to the scheme for the calculation of the ocean model variables is given in

Section[8l Simple parameterizations for the heat flux and the fresh water flux are discussed in
Section
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4.3.5 Open boundaries and sponges

Limited domain models must consider the manner for which open boundaries are handled. In
general, the mathematical consistency of open boundaries is not clear, so much care should be
exercised. In MOM, the methodology of Stevens (1990) has been implemented (Section[28.3.5).

An alternative to open boundaries is to restore fields along the boundary to some prescribed
values. This method goes by the name of “sponge” boundary conditions. Details of the MOM
implementation of sponges is described in Section [28.3.4]

4.3.6 Initial conditions

Initial conditions for model experiments on a global scale typically consist of specifying a
density structure through potential temperature and salinity, with the ocean at rest. Limited
area models often start with prescribed nonzero velocity fields.

4.4 Comments on volume versus mass conservation

MOM assumes the volume of a fluid parcel is conserved, unless the parcel is affected by external
sources such as surface fresh water fluxes. This assumption is part of the standard Boussinesq
approximation. Mass conservation is more fundamental than volume conservation. One
place where the limitations of volume conservation are most apparent is when formulating the
equations for the free surface. This section briefly discusses this point.

44.1 Volume conservation

Consider a shallow layer of fluid with a free surface as shown in Figure 4.1l For definiteness,
such a fluid layer can be considered the fluid which occupies the surface layer of the ocean
model. The position z = (A, ¢, t), which could be negative, is the vertical deviation from a
resting ocean state z = 0. The position z = z; < 0is the fixed position of the bottom of the layer.
The volume of an infinitesimally thin column of fluid extending over the finite vertical extent
of this layer is given by

SV = hoA, (4.35)

where
h=-z1+n (4.36)

is the height of the fluid column, and 6A is its infinitesimal horizontal cross-sectional area.
Volume conservation implies that the change of the box volume with time equals the sum of
all volume fluxes through the box surface,

Ul
h(BV) = (qw+w1—vh- f dzuh) SA. (4.37)
21

The convergence of the horizontal flux stems from the infinitesimal horizontal extension of
the box. wq 0A is the volume per unit time crossing through the bottom of the layer, where
wy = w(z = z1) is positive for water moving upward into the surface layer. g, 0A is the volume
per unit time of ocean water appearing in the surface box. In the spirit of a volume conserving
model, it is equivalent to the volume of fresh water per unit time crossing the free surface, with
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gw > 0 indicating water entering the ocean. The accuracy of this equivalence is determined by

the deviation of the ratio of the fresh water density pr and the ocean density from unity

Pr
plz=mn)

(4.38)

For the most applications this deviation should be smaller than the accuracy of the fresh water
flux data.
The identity

(V) = SAdh (4.39)

leads to the balance for the layer thickness
U
atl’l +V,- f u, = (u+wi. (440)
21

With a uniform velocity in the surface layer, this result takes the more familiar form

Hh+Vy,-(huy) = gu+ w1 (4.41)

4.4.2 Mass conservation

Now consider the mass of the infinitesimal column of water
1
om = f dz p 6A. (4.42)
21

In this expression, p is the mass density. The column mass changes when either the volume or
the density is changed,

1
ddom) = p(n) 6Adm +f dz dip OA. (4.43)
71

Mass conservation implies that this change is due to mass flux through the box surface, i.e.,
from the convergence of the horizontal mass flux and from the water coming through the
bottom and through the free surface

di
di(dom) = (Qw +wi p1 = V- f dz puh) 0A, (4.44)
21

where p; is the density of water entering from the bottom of the layer, and Q,, is the mass
flux density of water entering through the free surface. This result leads to the mass balance
equation for the surface layer

Ul Ul
8tf dzp+ V- f pu, = Qu+wipi. (4.45)
Z1 Z1

A more transparent form emerges from the assumption of a vertically uniform density in the
surface layer, and 6m =~ ps; h 6A, which leads to

d(psh) + Vi - (hpsup) = Qu + w1 p1, (4.46)
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or in the alternate form

w1p1 + Qu — hDyps/Dt
o .

Comparison with the volume conservation equation (4.41)) reveals three differences. The first

is the presence of the density ratio weighting the vertical velocitiy w;. To leading order, this

ratio is close to unity. The second is the occurence of the fresh water mass flux instead of the
volume flux. The third difference is the fundamentally new term

8th+Vh-(huh) =

(4.47)

_ 1 Dips

h
o Di —E (8tps +uy - Vhps) (448)

This term acts to increase the surface height whenever the density of the surface layer is
reduced, such as occurs when the layer is heated. It is this effect which is absent in the current
formulation of MOM. A general way to incorporate this effect is to reformulate the model’s
equations in their non-Boussinesq form.

Differences between a volume conserving and mass conserving ocean model are discussed
more thoroughly in the papers by Greatbatch (1994) and Mellor and Ezer (1995). Both papers
argue that the difference in sea level height is a spatially independent, time dependent height.

4.4.3 Surface kinematic boundary conditions revisited

The discussion in Section4.3.2] provided one method to derive the surface kinematic boundary
condition. This section provides another, which is based on the volume or mass conserving
balance equations for the layer thickness.

For a volume conserving fluid, the thickness equation can be written

1

@t +uy, - Vp) n = {Juwtw— f Az Vy, - uy,. (4.49)
21

To recover the surface boundary condition (£.29), vertically integrate the incompressibility

condition (4.3), V- u = 0, to yield an expression for the vertical velocity at the bottom of the

surface layer

Z1
w = w(n)+ f dzw,
U
Ul
= w(n)+ f dzVy - ay,. (4.50)
71
This expression in equation then yields the surface kinematic boundary condition
@r+u,-Vy)n = gu+w(n). (4.51)
For a mass conserving fluid, the thickness equation (4.45) can be written
Ul
PN, +w Vi) = wipr+ Qo [ dDip/DE+pYy-w) 452
21
With the identity

9
wipr = w(nmp(n) - f dz (;UZP ) (4.53)

21
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the horizontal Langrangian derivative Dj,p/Dt can be completed to the full Lagrangian deriva-
tive

7
@ +uy- Vi) = w(n) pln) + Qo — f 4z (Dp/Dt + pV - u). (454)

21

The term on the right hand side under the integral vanishes due to mass conservation

Dp
S teVou = 0. (4.55)

As such, one recovers the surface kinematic boundary condition appropriate for a mass con-
serving fluid

@r+w,-Vp)n = w+ % z=1. (4.56)
The quantity
QZU
= 4.57
= o) 57

is the volume flux in a mass conserving model. Thus, the only apparent difference from the
volume conserving kinematic condition (4.29) is the approximation used for the calculation of
the volume flux through the sea surface. However, other differences as thermal expansion are
hidden in the vertical velocity w(n).

4.5 Flux form and finite volumes

In general, MOM implments tracer and momentum advection as the divergence of a flux, rather
than the advective form u - VW. In the continuum with an incompressible fluid, the advective
form u- VW and flux form V - (¥ u) are equivalent. In a numerical model, the flux formulation
provides a straightforward way to ensure conservation properties of scalar quantities, and it
allows a clear finite volume interpretation of the discrete equations.

As discussed by Adcroft et al (1996), a finite volume approach aims to formulate the discrete
equations as self-consistent approximations of the volume integrated continuum equations,
where the volume integration is taken over the a grid cell control volume. Such an approach is
natural on a C-grid. With the B-grid in MOM, there are difficulties. Most notably, the bottom
for a tracer cell does admit a finite volume interpretation. However, the bottom velocity cells
do not rest on the ocean bottom (see Section 22.3.3). This is a notable instance where MOM
does not respect the traditional finite volume approach.

4.6 Some basic formulae and notation

Before closing this chapter, it is useful to summarize some of the formulae, definitions, and
notation which will at times be useful in this manual.
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4.6.1 Differential operators

In MOM, the radial coordinate is taken as
r=a+z (4.58)

where a is the earth’s radius. z = 0 is assumed to be the position of the resting ocean, which is
defined parallel to the geoid. z = —H(A, ¢) is the position of the ocean bottom. As mentioned
earlier, although the geoid is not a perfect sphere, the relatively mild deviations from a sphere
are ignored in MOM, which allows for spherical coordinates. Finally, since z = r — a, the unit
vector Z points in the radial direction 7

(4.59)

N>
Il
~

Consistent with the Traditional Approximation (see Marshall et al. 1997 for a review),
the differential operators used in the model take on the following form (see Appendix A of
Washington and Parkinson (1986) for derivations). The gradient operator is given by

o (Y
A( T )+¢(—¢)+2\PZ
a cos ¢ a
ViV +2W,. (4.60)

A%

The three-dimensional divergence operator acting on a vector u = (uy, w) is given by

V-u = (a ccl)sqb) [up + (vcos @)y] + w;
Vi - uy, + w,. (4.61)

If u is the velocity field, then its three dimensional divergence vanishes since the fluid is always
assumed incompressible in MOM. The three-dimensional curl operator acting on the velocity
is given by

_ 3 A~ [(Ou 1 Jdw\ . 1 v 1 Jd(u cos )
@ = (Eﬂ_iz te 0z acos¢dA Tz acospIN acosdp I ’
(4.62)

where @ = V A u is the three dimensional vorticity vector. Often, the vertical component of the
vorticity will be written

1
a cos ¢

(=%-w= ( )[UA — (u cos q5)¢]. (4.63)

The three-dimensional Laplacian is given by

1 1

V- (VW) + W, (4.64)
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4.6.2 Leibnitz’s Rule

Leibnitz’s Rule for differentiation of integrals

A AP Ig(x) 9f(x)
S, w0 = Fes) S0 - Fe )5
g(X) 4 a 4
+ L(x) dx a—xP(x,x) (4.65)

is employed especially when dealing with vertical integrals where the bottom topography
z = —H and free surface height z = 1) are integration limits.
4.6.3 Cross-products and the Levi-Civita symbol

In this manual, cross products are sometimes written with the notation
AXB=AAB. (4.66)

This notation is consistent with many math and physics texts. Its use is helpful for those
situations when the usual X symbol can be mistaken for the spatial variable x.

When writing the components of a vector cross-product, it is often useful to employ the
Levi-Civita symbol €

(AAB) =€ A'B, (4.67)

where repeated indices are summed over the spatial directions. The Levi-Civita symbol €; is
defined by

0, if any two labels are the same
€k =1 1, if i, j, k is an even permutation of 1,2,3 (4.68)
-1, ifi,j kis an odd permutation of 1, 2, 3.

This symbol is anti-symmetric on each pair of indices.

4.6.4 Areaelement and volume element on a sphere

When considering budgets over finite domains, integration over an element of the sphere is
common. A useful bit of notation is the area of an infinitesimal element of the sphere

dQ = a* cos ¢ dop dA = a® d(sin P) dA. (4.69)
With this notation, the volume element on the sphere takes the form

dx = dQdz. (4.70)

4.6.5 Vertical grid levels

For the interior part of the model ocean, discrete cells have time independent depths z; < 0.
In this case, the interior “layers” are most often called “levels” to make the distinction with
models for which the vertical coordinate evolves in time (e.g., isopycnal-layer models such as
that of Bleck et al., 1992, or Hallberg 1995), or models where the vertical coordinate is contoured
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according to the bottom topography (i.e., sigma-layer models such as that of Blumberg and
Mellor 1987 or Haidvogel et al. 1991). The top ocean cell, however, generally has a time
dependent upper surface height

20 =1, (4.71)

where 1, which can be positive or negative, represents the vertical distance from the sea surface
to the height z = 0 of a resting sea. In the rigid lid approximation, n = 0, and so all model cells
have fixed volumes, whereas for the free surface, n # 0.



Chapter 5

Momentum equation methods

This chapter describes the methods available in MOM for solving the momentum equations.
There are two basic approaches: the rigid lid and the free surface. Each approach itself has two
different methods: the rigid lid streamfunction, the rigid lid surface pressure, the explicit free
surface, and the implicit free surface. Currently, development work is focused on the explicit
formulation of the free surface. The other methods essentially remain in their MOM 2 form.
Plans are to only support development of the explicit free surface in the future (post Summer
1999). The reasons for this focus can be summarized by the following:

e The rigid lid is less physically complete than the free surface. Most notably, it does not
allow for a direct treatment of fresh water fluxes.

e The rigid lid in MOM has not been parallelized, nor are there plans to do so.

e Both the explicit and implicit free surfaces have been parallelized in MOM. The explicit
free surface shows enhanced scaling properties over the implicit scheme.

e The explicit free surface has been formulated so that it can be of use for either global
climate integrations or limited area models.

e The implicit free surface algorithm is more complex than the explicit free surface.

e Asof Summer 1999, the explicit free surface has incorporated the effects of the undulating
top cell thickness into the depth dependent equations. Hence, the model is conservative
of tracers, including total salt in the presence of fresh water fluxes, as well as momentum.

Each of these points will become more clear in this chapter as well as Chapters[8and

5.1 Separation into vertical modes

Numerical solutions are computed within MOM by dividing the ocean volume into a three di-
mensional lattice, discretizing the equations within each lattice cell, and solving these equations
by finite difference techniques. The solution method could be formulated in a straightforward
manner, but the result would be a numerically inefficient algorithm. Instead, Bryan (1969)
introduced a fundamental technique to ocean modeling in which the ocean velocity field is
separated into its depth averaged part and the deviation from the depth average. The following
discussion introduces the motivations and ideas behind this approach.

R1
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5.1.1 Vertical modes in MOM and their relation to eigenmodes

As discussed in Section 6.11 of Gill (1982), the linearized primitive equations for a stratified
fluid can be partitioned into a countably infinite (i.e., discrete) number of orthogonal eigen-
modes, each with a different vertical structure. Gill denotes the zeroth vertical eigenmode
the barotropic mode, and the infinity of higher modes are called baroclinic modes. Because
of the weak compressibility of the ocean, wave motions associated with the barotropic mode
are weakly depth dependent, and so correspond to elevations of the sea surface (see Hidgon
and Bennett 1996 for a proof of the weak depth dependence in a flat bottomed ocean). Conse-
quently, the barotropic field goes also by the name external mode. Barotropic or external waves
constitute the fast dynamics of the ocean primitive equations. Baroclinic waves are associated
with undulations of internal density surfaces, which motivates the name internal mode. Baro-
clinic waves, along with advection and planetary waves, constitute the slow dynamics of the
ocean primitive equations.

For a flat bottom ocean, the vertical eigenmode problem is straightforward to solve, and
many important ideas can be garnered from its analysis. For a free surface with a flat bottom,
Gill shows that the barotropic mode has a vertical velocity which is approximately a linear
function of depth, with the maximum vertical velocity at the free ocean surface and zero velocity
at the flat bottom. In contrast, for a rigid lid and flat bottom ocean, the barotropic mode is
depth independent and the vertical velocity identically vanishes. The baroclinic modes, as
they are associated with movements of the internal interfaces, are little affected by the surface
boundary condition. Therefore, the baroclinic modes in the free surface are quite similar to
those in the rigid lid. Note that nonlinearities and nontrivial bottom topography generally
couple the barotropic and baroclinic modes.

By construction, the depth averaged momentum equations only have solutions which
depend on the horizontal directions. Consequently, the depth averaged mode of a rigid lid
ocean model corresponds directly to the barotropic mode of the linearized rigid lid primitive
equations. Additionally, the rigid lid model’s depth dependent modes correspond to the
baroclinic modes of the linearized rigid lid primitive equations. Therefore, depth averaging in
the rigid lid model provides a clean separation between the linear vertical modes.

Just as for the rigid lid, the baroclinic modes are well approximated by the depth dependent
modes of the free surface ocean model, since the baroclinic modes do not care so much about the
upper surface boundary condition. In contrast, the ocean model’s depth averaged mode cannot
fully describe the free surface primitive equation’s barotropic mode, which is weakly depth
dependent. Therefore, some of the true barotropic mode spills over into the model’s depth
dependent modes. In other words, a linearized free surface ocean model’s depth averaged
mode is only approximately orthogonal to the model’s depth dependent modes. It turns out
that the ensuing weak coupling between the ocean model’s fast and slow linear modes can
be quite important for free surface ocean models, as described by Killworth et al. (1991) and
Higdon and Bennett (1996). The coupling, in addition to the usual nonlinear interactionas
associated with advection, topography, etc., can introduce pernicious linear instabilities whose
form is dependent on details of the time stepping schemes.

Regardless of the above distinction between vertically averaged and barotropic mode for
free surface models, itis common parlance in ocean modeling to refer to the vertically integrated
mode as the barotropic or external mode. This terminology is largely based on the common
use of the rigid lid approximation, for which there is no distinction. With the above discussion
kept in mind, there should be no confusion, and so the terminology will be used in this manual
for both the rigid lid and free surface formulations. Since there is little difference between the
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rigid lid and free surface baroclinic modes, it is quite sensible to use this term to refer to the
ocean model’s depth dependent modes.

5.1.2 Motivation for separating the modes

Although there are several technical problems associated with the separation into the vertically
averaged and vertically dependent modes, it is essential to build large scale ocean models using
some version of this separation for the following reasons:

1. Without a separation, the full momentum field will be subject to the CFL constraints
of the external mode gravity wave speed, which is roughly /¢ H = 200 — 250ms~! for
ocean depths H = 4000m —6000m. When splitting, the internal modes, which are roughly
100 times slower than the external mode, can be integrated with approximatly 100 times
longer time steps, thus enhancing the utility of the model for climate simulations.

2. Asvertical resolution is improved, the computation requirements for the barotropic mode
will remain the same. However, for a non-separated model, adding vertical resolution
adds more equations which are subject to the barotropic mode time step. Modern ocean
simulations are tending towards increasing the vertical resolution in order to improve
the representation of vertical physical processes such as boundary layers. Therefore,
the low efficiency of the non-separated model is a greater burden for these high vertical
resolution models.

There are two fundamental methods in MOM for solving the momentum equations. The
traditional rigid lid method completely filters out the very fast waves associated with the
external mode by fixing the ocean surface to be flat. This filtering transforms the generally
hyperbolic external mode problem to an elliptic problem. The free surface, in contrast, admits
the fast external waves and so care must be exercised in order to maintain numerical stability,
and additional care must be exercised due to the possible linear interaction between the depth
independent and depth dependent modes. It turns out that each method, and certain variants
thereof, imply far reaching consequences for the numerical methods and physical content
of the whole model. Much of the discussion in the remainder of this chapter elaborates on
these consequences. The remainder of this section provides a general overview of these two
methods, and later sections and chapters provide the full details.

5.2 Methods for solving the separated equations

In symbols, the horizontal velocity uy is separated into two parts. The vertically averaged
velocity representing the approximate barotropic or external part is given by

— 1 f”
uy, = dz uy, (5.1)
h H+77 -H h

where H(A, ¢) is the distance from the resting ocean surface z = 0 to the bottom, and (A, ¢, t)
is the departure of the ocean surface height from z = 0. Typically, || < 200cm, but may be
much larger, if tides are taken into consideration. In general, fields which are averaged over
the vertical coordinate will be denoted with the overbar. The residual

ﬁh =uy — ﬁh (5.2)



54 CHAPTER 5. MOMENTUM EQUATION METHODS

is a depth dependent velocity, which embodies the approximate baroclinic or internal mode
flow. Often, it will be convenient to introduce the vertically integrated horizontal velocity field

1

U=H+nu,= [Hdz uy,. (5.3)

Additionally, the following vertically integrated velocity

0
Up = f dz uy; (5.4)

H

will prove useful. In the fixed surface / rigid lid method (see below), there is no distinction
between U and Uy in the baroclinic model part, since = 0 is assumed. Additionally, with
n=0and w(z = 0) = 0, then V}, - U = 0. This result is exploited in the rigid lid formulation, as
seen in Section5.2.1]

The dynamical equations for the vertically averaged velocity are generally more compli-
cated than the unaveraged equations. Two means for handling these equations are imple-
mented in MOM:

o The fixed surface / rigid lid method. This method fixes the upper surface to n = 0, and
closes the upper boundary with w(z = 0) = 0. There are two flavors of this method: the
streamfunction and the surface pressure methods.

o The free surface / non-rigid lid method. This method allows for a freely evolving surface
n # 0, and it uses open boundary conditions at z = 0 with w(0) # 0 for the baroclinic
and tracer equations. There are two flavors of this method: the explicit and implicit free
surface methods.

In short, these two methods differ fundamentally in how they handle the upper ocean boundary
conditions.

5.2.1 The fixed surface /rigid lid method in brief

The basics of the rigid lid method are summarized in this section. More complete details for the
rigid lid streamfunction method are given in Chapterl6l

5.2.1.1 Fixed surface height

The key assumption with the rigid lid is that the ocean surface height is fixed
n=0. (5.5)

This assumption eliminates the wave modes associated with vertical displacements of the full
water column. These are the modes associated with the fast external mode gravity waves.
Therefore, fixing the surface height eliminates the fast waves and consequently allows for
relatively large momentum time steps. On its own, the removal of the fast modes is thought
to be of minimal consequence for global ocean simulations. It does preclude the study of
phenomena associated with barotropic waves, such as the barotropic tides.
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5.2.1.2 Vanishing velocity at the ocean surface

A related assumption made by Bryan (1969) is to set the vertical velocity at the surface to zero
w(z=0)=0. (5.6)

Setting w to zero at the ocean surface is not necessary for eliminating the external mode gravity
waves. Again, 1 = 0 is sufficient. As discussed in Section[6.]] Bryan’s choice to set w(z = 0) = 0
is based on the consequent ability of a single streamfunction to specify the two components of
the barotropic velocity. If w is allowed to fluctuate at the surface, and n = 0 is still imposed,
then a velocity potential must be used in addition to the streamfunction (see Section[7.6). Both
the streamfunction and velocity potential have separate elliptical problems which must be
solved. In large scale ocean models, especially those with realistic geography and topography,
the elliptic problems are quite expensive computationally. Therefore, Bryan’s choice to set
w(z = 0) = 0 removed a large amount of computational burden from the model.

5.2.1.3 Fresh water forcing in the rigid lid

A constant surface