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ABSTRACT

Instrumental sea surface temperature records in the North Atlantic Ocean are characterized by large

multidecadal variability known as the Atlantic multidecadal oscillation (AMO). The lack of strong oscillatory

forcing of the climate system at multidecadal time scales and the results of long unforced climate simulations

have led to the widespread, although not ubiquitous, view that the AMO is an internal mode of climate

variability. Here, a more objective examination of this hypothesis is performed using simulations with natural

and anthropogenic forcings from the Coupled Model Intercomparison Project phase 3 (CMIP3) database.

Ensemble means derived from these data allow an estimate of the response of models to forcings, as averaging

leads to cancellation of the internal variability between ensemble members. In general, the means of individual

model ensembles appear to be inconsistent with observed temperatures, although small ensemble sizes result

in uncertainty in this conclusion. Combining the ensembles from different models creates a multimodel en-

semble of sufficient size to allow for a good estimate of the forced response. This shows that the variability in

observed North Atlantic temperatures possess a clearly distinct signature to the climate response expected

from forcings. The reliability of this finding is confirmed by sampling those models with low decadal internal

variability and by comparing simulated and observed trends. In contrast to the inconsistency with the ensemble

mean, the observations are consistent with the spread of responses in the ensemble members, suggesting they

can be accounted for by the combined effects of forcings and internal variability. In the most recent period, the

results suggest that the North Atlantic is warming faster than expected, and that the AMO entered a positive

phase in the 1990s. The differences found between observed and ensemble mean temperatures could arise

through errors in the observational data, errors in the models’ response to forcings or in the forcings them-

selves, or as a result of genuine internal variability. Each of these possibilities is discussed, and it is concluded

that internal variability within the natural climate system is the most likely origin of the differences. Finally, the

estimate of internal variability obtained using the model-derived ensemble mean is proposed as a new way of

defining the AMO, which has important advantages over previous definitions.

1. Introduction

The Atlantic multidecadal oscillation (AMO) has be-

come recognized in recent years as an important feature

of the variability of observed climate. First identified

in the instrumental climate record, the AMO is the

alternation between periods of several decades with

cool and warm sea surface temperature (SST) anomalies

throughout the North Atlantic Ocean (Kerr 2000). Rec-

ognition of the AMO emerged from attempts to un-

derstand prominent land-based climate variability, in

the form of significant multidecadal drying in the Afri-

can Sahel. Folland et al. (1986) linked Sahel drought to

changes in an interhemispheric pattern of SST differ-

ences. Key to the timing of the recognition of significant

multidecadal variability in the North Atlantic was the

emergence of more accurate global datasets based upon

carefully quality controlled and homogenized instru-

mental data (Folland et al. 1984). Subsequently, further

analysis of these data clarified the character of North

Atlantic variability (Kushnir 1994; Mann and Park 1994;

Delworth and Mann 2000; Folland et al. 1999; Parker

et al. 2007) and showed it had an approximately 65–

70-yr period that was also manifest in global mean

temperature (Schlesinger and Ramankutty 1994). The

length of globally widespread instrumental records is less

than 150 yr, or approximately two AMO periods; there-

fore, it is not possible to deduce from these data whether
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the observed AMO is indeed a long-lived oscillation,

or simply a set of fluctuations confined to the observed

period. Evidence from palaeoclimate data and climate

models has, therefore, been advanced to assess this issue.

Data from collections of multiple paleoproxies (Mann

et al. 1995, 1998) and tree-ring data alone (Gray et al.

2004) indicate that the AMO was likely present for at

least the last 400–500 yr. Furthermore, control simula-

tions of some coupled ocean–atmosphere general circu-

lation models, which have constant levels of external

forcing agents, show significant multidecadal variability

in the North Atlantic arising from internal mechanisms

related to the oceanic meridional overturning circulation

(Delworth et al. 1993; Timmermann et al. 1998; Delworth

and Mann 2000; Latif et al. 2004; Jungclaus et al. 2005).

The patterns, amplitudes, and periods of this variability

differ considerably between models; however, a realistic

simulation of observed AMO characteristics has been

demonstrated with the third climate configuration of

the Met Office Unified Model (HadCM3) (Knight et al.

2005).

The AMO has been shown to be relevant to the mul-

tidecadal climate variability of numerous regional cli-

mates (Knight et al. 2006; Baines and Folland 2007). As

well as the aforementioned Sahel rainfall, in the tropics,

the AMO has been shown to influence northeast Bra-

zilian rainfall (Folland et al. 2001), the Indian (Goswami

et al. 2006; Zhang and Delworth 2006) and East Asian

(Lu et al. 2006) monsoons, and it may influence El

Niño–Southern Oscillation (ENSO) (Dong et al. 2006).

A link with the occurrence of major Atlantic hurricanes,

via AMO-related changes in vertical wind shear in the

main hurricane development region, has been suggested

by observational (Goldenberg et al. 2001) and modeling

(Knight et al. 2006; Zhang and Delworth 2006) evi-

dence. This has coincided with interest in whether the

increase in Atlantic hurricane activity in recent decades

is attributable to natural variability or to anthropogenic

climate change (Emanuel 2005). The AMO is also

thought to affect midlatitude climate, including North

American summer rainfall (Enfield et al. 2001; Sutton

and Hodson 2005) and European climate (Sutton and

Hodson 2005; Knight et al. 2006). In addition to its im-

plications for regional climates, the AMO is also im-

portant for understanding observed large-scale climate,

such as the Hadley and Walker circulations (Baines and

Folland 2007), and the departure from a uniform warm-

ing trend in twentieth-century Northern Hemisphere

mean temperatures (Zhang et al. 2007). Quantifying the

role of the AMO in the instrumental record is, therefore,

essential for making confident climate projections. This is

even more so for projections of regional climate and for

decadal time scales (Smith et al. 2007).

The variability of the North Atlantic SST record be-

yond interannual time scales (see Fig. 1) is usually in-

terpreted as the superposition of a multidecadal oscil-

lation and secular warming. The term ‘‘oscillation’’ in

this context refers to the assumption that the variability

has a characteristic frequency range and is part of a long

series with stationary mean and variance. This is a more

liberal definition than is used in physics and follows

similar usage elsewhere in climatology (e.g., the North

Atlantic Oscillation). The simple conceptual division

between secular warming and an oscillation is moti-

vated by the recognition of a dominant contribution

to climate warming during the instrumental era from

greenhouse gases (GHGs); a priori we expect the re-

sponse of climate to a smooth, monotonic increase in

GHG concentrations to be a similarly steady warming.

The multidecadal fluctuations in the observational rec-

ord, therefore, appear to have a different origin to the

longer-term change, justifying this partitioning of the

climate record. Various analytical methods have been

used to perform this separation in the North Alantic,

with the aim of identifying the multidecadal component

as the AMO. The simplest method is to remove a least

squares linear fit to the North Atlantic mean SST time

series (Enfield et al. 2001; Knight et al. 2005; Sutton and

Hodson 2005; Zhang et al. 2007). This has the advantage

of simplicity and is straightforward to communicate and

reproduce, but it also has the important drawback that

the rate of anthropogenic warming likely varied con-

siderably through time. Nonlinearity potentially distorts

the shape of the AMO time series in the most recent

part of the record. In an attempt to improve on linear

detrending, Trenberth and Shea (2006) define an AMO

index as the difference between North Atlantic and

global mean temperatures. Their aim is to isolate vari-

ability peculiar to the North Atlantic from the globally

ubiquitous climate warming signal. Variability gener-

ated in the North Atlantic, however, is likely to have

a signature in global mean temperature (Knight et al.

2005; Zhang et al. 2007), so subtracting global mean

temperature from North Atlantic temperature is likely

to lead to the partial cancellation of the AMO signal.

Mann and Emanuel (2006) go further to include global

mean temperature as a predictor of seasonal tropical North

Atlantic temperatures in a multiple regression model,

which also includes a climate model–derived aerosol

term. The AMO component is identified as the residual

of the model. Again, this approach risks fitting the

temperature with a global mean term that already con-

tains an AMO signal, falsely diminishing the size of the

AMO residual. It is also not clear to what extent the

aerosol effect is already present in the global mean. An

alternative approach to the problem of separating the
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AMO from the nonlinear secular component was taken

by Parker et al. (2007), who identified the third principal

component of an analysis of decadally filtered global

SST data from 1891–2005 with the AMO. Their analysis

also produces a first principal component (PC) time se-

ries that is almost identical to a similarly filtered series of

global mean SST. This suggests that the sought-after

separation is performed relatively efficiently by principal

component analysis (PCA). Nevertheless, it is difficult to

argue a priori that this should necessarily be the case, as

PCs are statistical constructs and are constrained to be

orthogonal to each other. As a result, there remains un-

certainty about the detailed accuracy of the partitioning

of variance between the global warming and AMO PCs.

All of the above estimates of the AMO are subject to

uncertainty, as a result of not only the inherent uncer-

tainty in the data but also through the arbitrariness

of the chosen climate change component subtracted

from North Atlantic SSTs. These surrogates—whether

linear trend, global mean temperature, or first principal

component—are employed on the grounds of plausi-

bility and ease of computation from the observational

record. Yet, there is no observational benchmark against

which their suitability can be gauged. This is because the

observational record cannot provide the response of

North Atlantic SST to climate forcings needed to esti-

mate the AMO directly. In this study, results from cli-

mate model simulations forced by estimates of past

natural and anthropogenic forcing agents are used to

provide this estimate. The success of climate models

in simulating past global mean (Stott et al. 2000, 2006;

Broccoli et al. 2003; Meehl et al. 2004; Hegerl et al.

2007) and regional (Knutson et al. 2006) temperatures

suggests that they are sufficiently accurate for this pur-

pose. The use of models does not completely eliminate

uncertainty, as estimates of the simulated responses

to twentieth-century forcings are potentially limited by

model error and ensemble size. Nevertheless, it does

remove the uncertainty in using a proxy measure of the

forced signal, because this signal can be directly ob-

tained from the models. It is also a completely inde-

pendent source of physical information to the observed

SST. Time-dependent variations in the strength of vol-

canic and anthropogenic aerosol cooling set against the

background of increasing greenhouse-gas warming could

have the appearance of a multidecadal oscillation. Simu-

lations using all (natural and anthropogenic) forcings

allow this component to be explicitly removed from the

SST residual, which is, therefore, attributable to internal

variability in the Atlantic climate system. The aim of this

study is to establish to what extent the observed multi-

decadal variability known as the AMO is a result of ex-

ternal climate forcings or internal variability. To do

this, results from the twentieth-century model ensembles

from phase 3 of the Coupled Model Intercomparison

Project (CMIP3) are used. These data provide a suffi-

ciently large collection of realizations of twentieth-century

climate to enable a useful estimate of the North Atlantic

Ocean response to climate forcings. The use of multi-

model data also helps to guard against obtaining model

dependent results. Kravtsov and Spannagle (2008) have

shown that there are important differences between ob-

served surface temperatures in the Atlantic region (in-

cluding adjacent land areas) and those from a multimodel

ensemble mean of surface temperatures of a set of these

simulations. Here, a statistical comparison is performed

to establish to what extent the model estimated forced

FIG. 1. Definition of the North Atlantic SST index with (top)

area used and (bottom) time series of observed Atlantic SST av-

eraged over the area in the top panel (blue) with 95% uncertainty

limits defined by the gray shading. Decadal mean SST values for

decades 1850–59, 1860–69, etc. are shown by red diamonds, with

their 95% uncertainties represented by the red bars. The data are

anomalized with respect to 1900–99.
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response is distinct from observations, focusing on North

Atlantic SST as the most direct representation of AMO

variability.

2. Data and methods

The simulation data for this study are from the World

Climate Research Programme (WCRP) Working Group

on Coupled Modeling (WGCM) CMIP3 multimodel

dataset. CMIP3 data were obtained from the archive

held by the Program for Climate Model Diagnosis and

Intercomparison (PCMDI) at the Lawrence Livermore

National Laboratory (LLNL) (available online at https://

esg.llnl.gov:8443/index.jsp). Data were contributed by

many climate modeling centers to this archive, which was

a key primary resource drawn upon by the Intergov-

ernmental Panel on Climate Change (IPCC) Fourth

Assessment Report (AR4) (Solomon et al. 2007). The

analysis here primarily uses results for the ‘‘twentieth-

century climate’’ (20C3M) simulations, which simulate

the period from the mid-to-late-nineteenth century to

the year 2000. For some of the models, a single 20C3M

simulation is available; however, for others there are

initial-value ensembles of various sizes. The forcing

agents specified in the 20C3M experiments also vary

between models, ranging from only the main anthro-

pogenic factors (GHGs and tropospheric sulfate aero-

sol) to more comprehensive sets (including natural solar

variability and volcanic aerosol amounts, tropospheric

and stratospheric ozone changes, and land use change).

For a reasonable comparison with observed historical

temperatures, it is necessary to use those simulations

that include the main natural and anthropogenic forc-

ings (see, e.g., Stott et al. 2000). As a result, a subset of

the CMIP3 20C3M data from simulations or ensembles

using (as a minimum) solar, volcanic, GHG, and aerosol

forcings are used here. The data for the Met Office

Hadley Centre models [third climate configuration of

the Met Office Unified Model (UKMO HadCM3) and

Hadley Centre Global Environmental Model version

1 (UKMO HadGEM1)] from the CMIP3 database were

supplemented by extra ensemble members available

locally.

Monthly surface temperature (output variable name

ts) fields were retrieved from the PCMDI CMIP3 ar-

chive, along with land–sea mask data. The ts data are a

combination of marine SST and land surface tempera-

ture, so by masking for marine areas the SST can be re-

trieved. This is done in preference to using the SST fields

in the archive (output variable name tos) which are

available for fewer of the simulations. Masked monthly

surface temperature data were aggregated into decadal

means, and an area-weighted average over the domain in

Fig. 1 was calculated. This region covers most of the

low- and midlatitude North Atlantic Ocean while avoid-

ing areas where sea ice is likely to be present to preserve

the equivalence of surface temperature and SST. Nev-

ertheless, the possible influence of ts values over regions

of sea ice on the inferred SST index was tested by re-

peating the analysis in the following sections on indices

derived from the tos data directly. Significant results

very similar to those derived using ts data are found for

the tos indices, so only the ts results will be presented.

The simulations’ North Atlantic SST indices are the

basis for comparisons between the model data and his-

torical observations of North Atlantic SST. An obser-

vational index for the area in Fig. 1 was derived for

1870–2000 as an area-weighted decadal average of data

from the second Met Office Hadley Centre Sea Surface

Temperature Dataset (HadSST2) (Rayner et al. 2006).

HadSST2 is a gridded dataset that includes missing data

points rather than using statistical methods (Rayner

et al. 2003) to in-fill grid boxes with insufficient indi-

vidual observations. It is provided with uncertainty es-

timates for various diagnostic quantities, such as global

and hemispheric mean SSTs (available online at http://

www.hadobs.org), and in principle these can be derived

for any area mean. For this work, the 95% uncertainty

limits from the combination of measurement, sampling,

coverage, and bias uncertainties have been derived for

the SST index used.

The basic comparisons of observed and simulated

SST using the 20C3M data are extended to examine

trends in the most recent period by using data from the

CMIP3 IPCC Special Report on Emissions Scenarios

(SRES) A1B projections for 2000–07 and further data

from HadSST2. The use of projection data is valid to

represent this period, because the scenario calculations

are initialized from 20C3M calculations, and green-

house gas and aerosol amounts have not markedly di-

verged from scenario assumptions. In addition, strato-

spheric volcanic aerosol has remained low throughout

this period, and a large fraction of the 2000–07 warming

is ‘‘committed warming’’ and so dependent only on cli-

mate forcing before the year 2000.

3. Results

a. Decadal means in individual model ensembles

Comparisons of simulated and observed North At-

lantic area–mean SST time series for the range of

models meeting the forcing and data availability criteria

are shown in Fig. 2. For each model, the decadal re-

sponses in the ensemble members show a spread arising

from the uncorrelated internal decadal variability. The
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decadal ensemble mean is estimated as the average of

the decadal temperature anomalies in each ensemble

member. Because the temperature for each member

contains a common signal from the forcings and a ran-

dom component as a result of internal variability, this

averaging is likely to lead to the cancellation of the

variability and a better estimate of the forced response

than any single member alone. Nevertheless, without a

FIG. 2. Decadal mean North Atlantic SST index anomalies for a range of CMIP3 model ensembles. Values for

individual ensemble members (gray bars) are derived as area averages over the domain shown in Fig. 1, and decadal

anomalies for 1850–59, 1860–69, etc. are calculated with respect to the period 1900–99. Ensemble means are plotted

as red circles. Decadal mean SST anomalies from HadSST2 (blue diamonds; see Fig. 1) are also calculated with

respect to the period 1900–99. Estimates of the 95% uncertainty in the ensemble mean are produced with a standard

deviation derived from the data in all decades of each ensemble. These are combined with the 95% uncertainty limits

for the observed decadal mean SST index anomalies. The resulting overall uncertainties (red bars), therefore, allow

for the interpretation that the observations (blue diamonds) are inconsistent with the ensemble mean (at the 95%

level) if they lie outside the bars. The models are identified by the names by which they are referred to in the CMIP3

database (see URL in the text).
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very large ensemble, the ensemble mean remains an

uncertain estimate of this forced response. The CMIP3

ensembles analyzed here have only between 3 and 9

members each, so this uncertainty is not negligible. A

simple approach to estimate the uncertainty is to apply a

t test to each decade for each model; however, this

method generates very broad 95% uncertainty limits (to

18C or more), as the small sample size additionally

makes the estimate of the standard deviation required

for the test very uncertain. In this case, many of the

models’ ensemble means show statistical consistency

with observations simply because their estimates are so

poorly constrained (not shown). In addition, the size of

the uncertainty in any given model can vary unrealisti-

cally from decade to decade based on the chance spread

of a small number of members. A preferable approach is

to obtain a more accurate estimate of the standard de-

viation of internal variability by pooling the deviations

from the ensemble mean for all the decades together.

This produces a smaller uncertainty that is uniform in

each decade, although it is necessary to make the as-

sumption that the magnitude of internal decadal varia-

bility does not change in response to the forcings. A

priori there is no reason to assume that this sensitivity

exists, and there is little evidence for it in observations

or models (Hegerl et al. 2007). Even if the internal

variance does change slightly, the error in the standard

deviation this will introduce is still likely to be small

compared to the uncertainty in the standard deviation

estimated in an individual decade. For these reasons,

this assumption is made in the calculation of uncer-

tainties in Fig. 2. In addition to the uncertainty in the

estimate of the ensemble mean, the observational un-

certainty in the observed decadal mean SST is added in

quadrature (Lanzante 2005). The resulting uncertainty

range in Fig. 2 no longer reflects the range of possible

values of the ensemble mean, but it shows the 95%

limits of significant differences between the ensemble

mean and observations. This allows consistency to be

directly attributed wherever the observational curve

lies within the plotted uncertainty envelope. In general,

the observational uncertainty estimates are smaller

than the uncertainties in the simulated ensemble mean,

so they act to broaden the uncertainty range only

slightly.

The comparison of mean North Atlantic SST between

the Geophysical Fluid Dynamics Laboratory Climate

Model version 2.0 (GFDL CM2.0, hereafter CM2.0)

and observations is illustrative of many features seen in

the comparisons using other models. The overall com-

bined model and data uncertainty is over 0.28C, most of

which comes from uncertainty in the model mean as a

result of the small ensemble size (three members). This

uncertainty is quite large compared to the time varia-

tion of the mean—only the means for the decades 1880–

89 and 1990–99 lie further from the twentieth-century

average (zero anomaly) than this. The relatively large

size of the uncertainties suggests that the ability of the

ensemble to provide a well-constrained estimate of the

forced response in the model and thus a useful com-

parison with observations may be limited. Nevertheless,

there are five decades for which the observed North

Atlantic SST is statistically inconsistent with the en-

semble mean despite the small ensemble size: 1880–89,

1910–19, 1930–39, 1940–49, and 1970–79. This is far in

excess of the number of apparent inconsistencies ex-

pected by chance at the 95% confidence level used; if

the observations were entirely consistent with the esti-

mated ensemble mean, then for 13 independent decades

there would be much less than a 1% chance that they

would lie outside the uncertainty limits in five or more

decades. Unsurprisingly, these five decades correspond

to periods around the peaks and troughs of the observed

AMO (the local minima and maxima of the decadal

variability in Fig. 1), and are in the correct sense, so that

decades corresponding to periods conventionally con-

sidered AMO negative are below the ensemble mean

value, and vice versa.

The results from other models, such as the GFDL

CM2.1 (GFDL CM2.1, hereafter CM2.1), show similar

features but also some differences. For example, while

the decade 1880–89 is, again, significantly warmer than

represented by the model ensemble, this is also true of

the adjacent decades 1870–79 and 1890–99. In addition,

1910–19 is joined by 1920–29 as significantly cooler than

in the ensemble. On the other hand, 1970–79 is consistent

with the CM2.1 ensemble where it is not for CM2.0. The

ensemble spread in the CM2.1 model seems to be less

than in CM2.0, leading to narrower uncertainty ranges

on the ensemble mean. This clearly favors the identifi-

cation of more discrepancies between the model and the

observations, of which there are seven in CM2.1. The

possibility that so many apparently significant differ-

ences arise by chance is even more improbable than

for the CM2.0 case. Careful inspection of all the models

in Fig. 2 shows that the decadal spread of the modeled

temperature varies considerably between models [com-

pare, e.g., National Center for Atmospheric Research

(NCAR) Community Climate System Model, version

3 (CCSM3; eight members) with Goddard Institute

for Space Studies Model E-R (GISS-ER; nine mem-

bers)]. All the models show warming over the twentieth

century, as would be expected from the imposition

of increases in atmospheric greenhouse gases. Some

show a more secular increase (e.g., Meteorological

Research Institute Coupled GCM, version 2.3.2a (MRI
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CGCM2.3.2a) than others, which possess a period of

cooling (e.g., UKMO HadGEM1). This suggests that

there is some uncertainty in the simulation of North

Atlantic climate over the past 100–150 yr. Nevertheless,

each model simulation has four or more decades when

the observed decadal temperature is statistically in-

consistent with the decadal ensemble mean, and the

decades that are most frequently outside the limits of

the ensemble mean estimates are those at the extreme

phases of the AMO. Indeed, the 1930–39 decade is

significantly warmer than the means of all the model

ensembles, and 1910–19 is cooler in 9 out of 11 cases.

This suggests that none of the models is able to repro-

duce the decadal variability of observed North Atlantic

SST solely as a response to the imposed forcing. That

said, the aforementioned width of the uncertainty

ranges as a result of the small ensemble sizes available

may be acting to prevent a more clear-cut identification

of the differences. For example, the observed decadal

mean for 1970–79 is lower than the means of every in-

dividual model ensemble, but it is only significantly so in

7 of these 11 cases. To further clarify whether the AMO

is part of the forced response in models, it is necessary

to obtain larger ensemble sizes. This is done here by

amalgamating the various models’ ensembles into a

multimodel ensemble, and this is the subject of the next

section.

b. Multimodel ensemble

A multimodel ensemble is created from the decadal

anomalies of all members of all model ensembles with-

out selection or weighting (Fig. 2). The decadal obser-

vations are compared with the statistics of this multi-

model ensemble in Fig. 3. The multimodel ensemble

contains 52 members after 1890, so it is much larger than

the largest (nine members) individual model ensemble

and even more so than the typical ensemble size (three

to four members). The uncertainty in the multimodel

ensemble mean is not as small as would be expected

for a 52-member ensemble of simulations with a single

model, as there is also a spread in the models’ ensemble

means, but it is still considerably smaller than for any of

the individual models. The uncertainty range shown in

Fig. 3 is, again, a combination of model and observa-

tional uncertainties, with the model uncertainty being

the larger component. For the later decades of the

twentieth century, the combined uncertainty range is

somewhat less than 0.18C, spreading to about 0.18C in

the early twentieth century. It is wider in the nineteenth

century, when fewer ensemble members contribute to

the multimodel ensemble. The first decade with data for

a large fraction of the 52 members is 1870–79, which

has 37, so 1850–59 and 1860–69 are disregarded here.

Overall, the smaller size of the uncertainty in the mul-

timodel ensemble mean suggests that a clearer separa-

tion of the estimated forced response from observations

is possible.

The multimodel ensemble mean appears to dip slightly

in the decade 1880–89, which could be associated with

volcanic forcing in the models linked with the eruption

of Krakatau in 1883. It subsequently remains stable be-

fore beginning to rise in the early part of the twentieth

century. Rising global mean temperature during this

period has been attributed to increases in solar irradi-

ance and greenhouse gases (Tett et al. 2002). It then falls

temporarily in the decade 1960–69, which could be a

response to anthropogenic aerosol increases or cooling

from the Mount Agung eruption of 1963. The multi-

model ensemble mean then rises more rapidly in the last

three decades of the twentieth century, as greenhouse

gases increase further. The shape of the curve is very

similar to estimates of total forced change in global

mean temperature (Hegerl et al. 2007). In contrast, the

instrumentally derived decadal North Atlantic temper-

ature is dominated by the peaks and troughs of the

AMO superimposed on a general warming trend. The

uncertainties show that the observations and the mul-

timodel ensemble mean are inconsistent at the 95%

level in 9 of the 13 decades considered. These are 1900–

09, 1910–19, 1920–29 (all cooler in observations), 1930–

39, 1940–49, 1950–59, 1960–69 (all warmer), 1970–79,

and 1980–89 (both cooler). In fact, the only decades that

show statistical consistency are before 1900 and the

decade 1990–99. Of course, unless the multimodel en-

semble mean is a perfect reproduction of observations,

then the frequency of inconsistency should increase as

FIG. 3. Comparison of decadal multimodel ensemble mean (red

curve) with the observed decadal North Atlantic SST index (blue

curve). As in Fig. 2 but the 95% uncertainty range of the estimated

multimodel decadal mean is combined with observational uncer-

tainty to produce an overall consistency range (dark gray shading).

In addition, an estimate of the 95% range of responses in the

multimodel ensemble is combined with observational uncertainty

(light gray shading).

1616 J O U R N A L O F C L I M A T E VOLUME 22



the uncertainty limits decrease. The differences here,

however, are not random decadal noise, as they are

coherent between decades and are a considerable frac-

tion (several tenths of a degree Celsius) of the forced

variability. This implies that the observed average

North Atlantic SST is not well reproduced by the mul-

timodel mean. Equivalent to this, it appears the AMO is

inconsistent with the models’ estimate of the response

to forcings.

Also plotted in Fig. 3 is an estimate of the 95% range

of North Atlantic SSTs in the multimodel ensemble

members (as opposed to the range of the multimodel

ensemble mean discussed above). For any given mem-

ber, this is a function of both the forced response and

the particular realization of internal variability that this

member contains. The observations are consistent with

this range of possible area-mean SSTs in every decade

except 1930–39, which is the furthest from the multi-

model ensemble mean. The inconsistency in this decade

does not imply inconsistency overall, however, as there

is about a 50% chance that one or more of the 13 de-

cades considered will lie outside the 95% limits. The

agreement between the observations and the model

range suggests that although the observed variability

does not appear as a forced response in the models, its

magnitude is consistent with their internal variability.

This is despite a lack of realistic AMO behavior in most

of the models.

c. Sensitivity to model selection

The internal variability of each model used in the

multimodel ensemble can be estimated using the dis-

tribution of differences between decadal SSTs in the

ensemble members and the ensemble means in every

decade. Table 1 shows the decadal standard deviations

for each model included in Fig. 2 plus an estimated

standard deviation of the internal variability in obser-

vations. This is derived from the set of decadal differ-

ences between the observed SST and the multimodel

ensemble mean, which is taken to be an estimate of the

external (forced) component of the observed response.

For all but one model, the internal variability is less than

in observations, often considerably so. To formalize the

extent of this shortfall, an F test was performed on the

ratio of each model standard deviation with that from

observations, taking into account the number of reali-

zations of the variability used in formulating each. It is

found that for consistency with the estimated observed

standard deviation (0.138C) at the 95% confidence level,

a model requires a standard deviation of about 0.078C

(the actual level varies slightly with the number of en-

semble members and decades in each calculation). Five

of the 11 models are found to have internal variability in

decadal North Atlantic SST that is significantly lower

than in observations. The models that are consistent

(highlighted in bold in Table 1) also tend to be less var-

iable (except NCAR CCSM3), but the uncertainty in

estimating the observed internal standard deviation from

just 15 decades means that it is not possible to discount

chance as the source of any one model’s shortfall.

The widespread lack of decadal internal variability in

the models suggests that the multimodel uncertainty

ranges in Fig. 3 may be too narrow, as the uncertainty in

the multimodel ensemble mean is a function of the

spread in the model ensembles. This could undermine,

to some extent, the finding that the observations are

inconsistent with the multimodel ensemble mean. To

test this, a separate multimodel ensemble is constructed

from the six models that have statistically consistent

estimates of internal variability with that derived from

observations. The resulting multimodel ensemble com-

prises about half the number of models and about half

the number of members (28) as the original ensemble.

The shape of the multimodel ensemble mean (Fig. 4) is

essentially unchanged by the selection of models, but its

uncertainty range is typically about 50% larger. Both

factors of the typical model spread being larger in the

new ensemble and the smaller overall ensemble size

could contribute to this increase. A measure of the ef-

fect of the change in spread is obtained from examining

the uncertainty in the mean of an ensemble of the five

least variable models, which is of similar overall size (24

members). This shows uncertainty ranges that are about

the same size as the full ensemble, suggesting the effect

TABLE 1. Standard deviation of decadal SST anomalies from the

ensemble mean for each model included in the analysis and for

HadSST observations. Boldface type indicates that the model is

consistent with estimated observed values (see text).

Model name Ensemble size Standard deviation (8C)

GFDL CM2.0 3 0.079

GFDL CM2.1 3 0.049

GISS-EH 5 0.087

GISS-ER 9 0.065

MIROC3.2(medres)a 3 0.061

MIUB ECHO-Gb 5 0.085
MRI CGCM2.3.2a 5 0.065

NCAR CCSM3 8 0.148

NCAR PCM1c 4 0.063

UKMO HadCM3 4 0.086
UKMO HadGEM1 3 0.081

HadSST — 0.128

a Model for Interdisciplinary Research on Climate 3.2, medium-

resolution version.
b Meteorological Institute of the University of Bonn ECHAM and

the global Hamburg Ocean Primitive Equation.
c NCAR Parallel Climate Model.
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of reducing ensemble size is about the same as the effect

of selecting the models with lower variability. The

broader uncertainties in the higher variability multi-

model ensemble inevitably make for more stringent

statistical comparisons than the full ensemble. Despite

this, there is still inconsistency between the multimodel

ensemble mean and the observations in all the decades

found in Fig. 3 except for 1960–69. The finding that

the AMO is inconsistent with the forced response in

models holds, as the extreme decades of the AMO are

still statistically distinct from the multimodel ensemble

mean. The range of SST values represented by the

models (including model forced responses and internal

variability) is slightly broader in the ensemble of higher

variability models (although still not broad enough

to include the decade 1930–39). In contrast, the lower

variability ensemble has a narrower 95% uncertainty

range and additionally excludes the decade 1910–20.

Although not highly significant, this suggests that these

models probably do not have sufficient internal varia-

bility to reproduce the observed AMO.

d. Analysis of trends

A minor drawback of the type of analyses presented

above arises from the potential differences between the

shapes of the responses to imposed forcings estimated

by the various model ensembles. Although the ensem-

ble means all show similar features (Fig. 2), they are

not identical, so any difference in the total amount of

twentieth-century warming would lead to opposite off-

sets at the beginning and end of the anomalized series.

In turn, the spread of the multimodel ensemble could be

inflated as a result of this uncertainty in the forced re-

sponse. This may mask the contribution of decadal-scale

variability (of more interest here than the centennial

change) to the multimodel mean. To overcome this,

decadal trends in the models are compared with those

from observations, as these trends are a clearer reflec-

tion of the forcings within the trend period than the

temperature anomalies themselves. Best-fit linear trends

for a range of interval lengths from 10 yr to half the

length of the data series were computed using annual

North Atlantic mean SST values in each multimodel

ensemble member and these were averaged to produce

the ensemble mean trend. The use of a range of trend

periods ensures that the conclusions drawn from the

analysis are robust to the choice of a particular interval

length. Since trend values tend to decrease with in-

creasing interval length, linear temperature changes

(i.e., trend multiplied by length) are plotted in Fig. 5.

For most of the simulated period, the changes are pos-

itive, which is consistent with the general warming seen

in Figs. 2 and 3. This warming is concentrated in two

periods, with positive changes of several tenths of a de-

gree Celsius across a wide range of decadal time scales

from the late nineteenth to the mid-twentieth century

and in the late twentieth century. Periods of cooling

or stable temperatures are found in the mid-to-late-

nineteenth century and centered about 1960, but the

amount of cooling is generally weaker than the warming

seen in other periods. These features correspond to those

identified in global mean temperature (Trenberth et al.

2007), and the global-scale warming has been attributed

to increases in solar forcing and greenhouse gases and

cooling as a result of volcanic forcing and sulfate aerosols

(Hegerl et al. 2007). In contrast to the periods with

warming, the magnitude of North Atlantic cooling tends

to decrease rapidly at longer trend intervals. This sug-

gests an influence of short-lived phenomena, such as

the volcanic eruptions of Krakatau in 1883 and Agung

in 1963.

The observed temperature changes are also plotted in

Fig. 5. Again, there are periods of warming and cooling,

but in each case the magnitude of changes is greater

than for the multimodel ensemble mean. Warming of

more than 0.68C centered about 1925 is found that is

approximately invariant across a range of time scales.

At first sight, this is reminiscent of the first phase of

FIG. 4. Sensitivity of the statistical comparison of observations

with the multimodel ensemble to the internal variability of models

in the multimodel ensemble. As in Fig. 3 but for (top) models with

variability consistent with observations (models are listed in bold

in Table 1) separated from (bottom) those with inconsistently low

variance at the 95% confidence limit.

1618 J O U R N A L O F C L I M A T E VOLUME 22



warming in the multimodel ensemble, but it is dissimilar

in being more than twice as large and occurring over a

much shorter period; 30-yr changes, for example, are

positive between about 1913 and 1940, whereas they are

positive between about 1890 and 1952 for the models’

ensemble mean. Similar length periods of cooling bracket

the warming, centered on approximately 1895 and 1955.

Again, these features are consistent over a wide range of

choices of interval length. The magnitude of the changes

in these phases is similar to each other but about half

that of the warming phase. Nevertheless, this is still about

double the cooling changes seen in the multimodel mean.

The latter cooling period, at least, does not seem to

coincide with the 1963 volcanic eruption as well as in the

multimodel ensemble, as the observed cooling is already

peaking by this time. There is additionally a warming

period in about 1870 and, like the multimodel trends, a

manifestation of warming in recent decades. The peak

of this recent change is more than 0.68C, which appears

larger than that for the mean of the models. This is not

a fair comparison, however, as the observational data

are plotted up to 2007, whereas the model data stop in

1999.

The difference between the observed and multimodel

changes (computed where data overlap) bears a strong

resemblance to the observed temperature changes, with

very similar phases of warming and cooling and similar

magnitudes. A small reduction in the peak warming rate

is found on account of the models being able to produce a

small amount of mid-twentieth-century warming. Over-

all, the differences are so stark that they are significant at

the 95% confidence level for almost all times and inter-

vals for which changes were computed. The analysis es-

sentially confirms the findings from the multimodel en-

semble of decadal means that the models are inconsistent

with the historical North Atlantic SSTs. This is also borne

out by comparisons with the individual model ensembles

(not shown), none of which produce the magnitude or

the characteristics of the observed trends.

e. Recent warming

As mentioned above, the difference in changes at the

very end of the comparison period (up to 1999) in Fig. 5

suggests that simulated warming is slower than ob-

served. For example, the 30-yr change for 1970–99 is

about 0.38C in the multimodel ensemble mean, but it is

FIG. 5. Comparison of ensemble mean trends in the multimodel ensemble and observations. Trends multiplied by

trend period (8C) are plotted as a function of the midpoint year of the trend interval and the length of trend interval

for (upper left) the multimodel ensemble mean, (upper right) HadSST observations, and (lower left) the difference.

Multimodel ensemble mean changes were derived as the average of the changes computed in all the individual

members. The mean value for each interval length and central year is computed separately, averaging all simulations

for which the length of the data series allows the computation of a trend. Here, 95% confidence limits on the

difference are shown as the solid contours.
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about 0.58C in observations. This anomaly occurs only

at the very end of the series, however, so it is not clear

whether this is a robust feature. More up-to-date data

from models are required to examine the simulation of

the recent past. Although the CMIP3 20C3M set of past

simulations only extend to 2000, it is possible to get a

model estimate of forced warming in the period since

2000 by supplementing the 20C3M data with data from

climate projections using forcings scenarios. Several

factors contribute to the feasibility of this approach.

First, a number of the CMIP3 scenario simulations are

performed as continuations of specific 20C3M simula-

tions from the year 2000, so it is possible to produce a

continuous ensemble that spans the pre- and post-2000

periods. Second, much of the temperature change in the

2000–07 period examined is likely to be ‘‘committed

warming,’’ determined by increases in greenhouse gases

in the 20C3M period. Third, the anthropogenic forcings

projected by the scenarios have been quite similar to

those observed in the recent period (Rahmstorf et al.

2007), and there has been no volcanic eruption with a

significant climatic effect. SRES A1B scenario data

(denoted as sresa1b in the CMIP3 archive) are used on

the basis that more data are available for this scenario

than others, and that the forcings diverge only slightly

by 2007. A multimodel ensemble of combined model

realizations of North Atlantic SST up to 2007 is pro-

duced for each member of the model ensembles in Fig. 2

for which a sresa1b continuation is available. This re-

sults in a 25-member ensemble, although the represen-

tation of models in this ensemble is more uneven than in

the larger 20C3M ensemble. For example, the models

GISS-ER and NCAR CCSM3 account for 12 of the 25

members.

A comparison of the ensemble mean of this multi-

model ensemble with observed decadal mean SSTs is

shown in Fig. 6. During the 20C3M period (before

2000), the ensemble mean has similar values and shape

to that of the full ensemble in Fig. 3. The ensemble

mean corresponding to the sresa1b period is plotted as

the average over eight years (2000–07) rather than a

decade, as are the equivalent data from observations.

This shows, as would be expected from simulations of

recent global trends (Hegerl et al. 2007), accelerating

warming between the decade 1990–99 and the partial

decade 2000–07. There is confirmation of the tendency

seen in Fig. 2 for observed SSTs to be lower than the

multimodel ensemble mean in the decades 1970–79 and

1980–89 and to be similar in the decade 1990–99. De-

spite the rapid warming in the simulations, the observed

2000–07 mean is slightly higher than the ensemble av-

erage. This difference lies on the 95% uncertainty limit,

suggesting that the best estimate of the forced response

provided by the models is unlikely to explain the full

extent of recent North Atlantic warmth. The full range

of responses in individual ensemble members in the last

eight years is consistent with observations, however,

implying that observed SSTs could result from a com-

bination of forcing and internal variability.

Although this analysis leads to the conclusion that

the most recent observed SST appears to be too high to

be explained by forcings alone, there are implicit un-

certainties that cannot be ignored as safely as in the

twentieth-century-only case. As already mentioned, the

relatively small size of the ensemble allows some models

to have a more dominant influence on the multimodel

ensemble mean. In particular, the NCAR CCSM3 model

is the model with the most members (seven) and shows

the highest ensemble mean warming relative to the

twentieth-century mean. This may act to positively bias

the ensemble mean, and so artificially diminish the amount

of additional warmth that would otherwise be attrib-

uted to the AMO. Correcting the overpopulation of the

ensemble by particular models by, for example, reduc-

ing the number of members it contributes, just acts to

reduce overall ensemble size and therefore increases

uncertainty. Systematic differences between the amount

of warming in the multimodel ensemble members will be

most pronounced at the 2000–07 endpoint, as anomalies

are defined over the 1900–99 period. These difficulties

once again suggest that comparison of trends averaged

across the ensemble may be more reliable than anoma-

lies. Figure 7 shows linear changes in the ensemble of

extended realizations and their differences with ob-

served changes. Simulated changes are similar to the

previous analysis (Fig. 5) except for the increased em-

phasis on strong warming in recent times. While there

is a hint that observed changes in the last two to three

FIG. 6. As in Fig. 3 but for a multimodel ensemble of combined

CMIP3 20C3M and sresa1b simulations. The last point corresponds

to the mean SST anomaly over the period 2000–07 rather than a

whole decade. The uncertainty limits on the comparison account

for this.
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decades are greater than simulated changes in Fig. 5,

this becomes clearer when the scenario simulation data

are used to extend the analysis. Observed changes up

to the present day, measured over all periods up to

40 yr (1968–2007), are statistically significantly higher at

the 95% confidence level. This includes changes over

periods shorter than 20 yr, suggesting that enhanced

warming is going on right up to the present time. Having

said this, the magnitude of the changes (up to about

0.38C) does not rival those seen in earlier warming pha-

ses, such as that in the 1920s (with values of more than

0.68C), and is less than recent changes in the models

(about 0.48C). The implication is that recent Atlantic

warming is only partly internal variability, and that the

scale of this variability is more modest than at times in

the past. Nevertheless, the results show that in common

with most of the twentieth century, there are likely to

have been changes in North Atlantic SST in recent de-

cades that are unrelated to forcings.

4. Discussion and conclusions

The results presented here show that for area-mean

North Atlantic SST, the ensemble mean of a large mul-

timodel ensemble of climate simulations is inconsistent

with observations for most of the twentieth century.

Interpreting the multimodel mean as an estimate of the

response of climate to natural and anthropogenic forc-

ings suggests the observed SST is inconsistent with the

forced response in climate models. The differences in the

shape of the simulated and observed time series are

large, with the models showing changes similar to those

in global mean temperature, while the observations ex-

hibit large multidecadal fluctuations. In addition, the

differences are robust to the lack of decadal internal

variability in some of the models that compose the

multimodel ensemble. The results are confirmed by an

analysis of the multimodel ensemble of trends over a

range of multidecadal periods, which avoids anomaliza-

tion from an arbitrary climatological period. There are

four possibilities that may individually or jointly explain

these findings: (i) there are errors in the observed North

Atlantic SST record, (ii) there are errors in the models’

responses to forcings, (iii) there are errors in the forcing

data used to drive the models, and/or (iv) the differences

are the manifestation of internal variability in North

Atlantic climate.

The 95% limits of observational uncertainty, com-

prising estimates of measurement, sampling, coverage,

and bias uncertainties, are provided as part of the

HadSST2 dataset (Rayner et al. 2006) and have been

included in this analysis. In addition, the dataset is

corrected for known historical biases. Historically, the

North Atlantic has been relatively well observed, so

FIG. 7. As in Fig. 5, but for the extended period up to 2007, as provided by the composited 20C3M and

sresa1b simulations.
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data uncertainty tends to be small compared to that from

the spread of model realizations. In principle, however,

there could be unaccounted time-varying biases that nar-

row the differences between models and observations.

Nevertheless, the chance of this substantially bridging

the gap seems very remote, considering the range of

independent data [e.g., night marine air temperature

(Rayner et al. 2003) and island and coastal station rec-

ords] that corroborate the marked multidecadal fluctu-

ations seen in the SST records.

Models can respond incorrectly to forcings as a result

of, for example, incorrect feedbacks. A familiar example

is the range of sensitivities of different models to future

levels of CO2. In the twentieth century, the magnitude

of forcings is much smaller, but there are presumably

still some differences in response between the models.

The effectiveness of models to simulate global mean

temperature in the twentieth century, however, argues

that this is not greatly limiting. At the scale of the North

Atlantic Ocean, there may be larger differences in re-

sponses, however, as differences in regional responses

could be ‘‘averaged out’’ in the global mean. Never-

theless, within current understanding the North Atlan-

tic is not anticipated to respond fundamentally differ-

ently to past forcings than other ocean basins, so the

observed SST history is unexpected. For example, there

is no reason to suggest that highly nonlinear responses

to the forcings, such as the forced excitation of an in-

ternal mode of North Atlantic variability, are absent

in the models. Rather, at multidecadal time scales, the

forcings appear most likely to produce responses that

are essentially linear everywhere (Hegerl et al. 2007).

In terms of errors in forcings, although the history of

carbon dioxide and other well-mixed greenhouse gas

concentrations is relatively well known, changes in other

forcing agents are less so—examples include volcanic

aerosols, solar variability, and tropospheric aerosol con-

centrations (Forster et al. 2007). Two periods of explo-

sive volcanic activity occurred between 1850 and 2000:

1883–1912 and 1963–91. The intervening period was

relatively quiescent. Coupled with the tendency of vol-

canic stratospheric aerosols to cool climate, this suggests

the potential for a sequence of cool and warm periods

like that in observations. Although represented in the

models, if the forcing from these eruptions were higher

than is specified, the additional cooling may explain the

difference with observations. A problem with this idea

is that the first anomalously cool period in observations

occurs between about 1900 and 1930, which is too long

after the first volcanic period to be consistent with the

time scale of volcanic effects of a few years (see, e.g.,

Jones et al. 2003). In the second period, the largest

eruption is that of Mount Pinatubo in 1991, but the

decade 1990–99 shows good consistency between the

ensemble and observed SSTs. In addition to problems

of timing, volcanic aerosol rapidly spreads in the zonal

direction in the stratosphere. This makes it unclear

why the simulated North Atlantic should have a defi-

cient response to this forcing when there is no apparent

deficiency in the global mean response (Stott et al.

2006).

Total solar irradiance (TSI) may well have increased

in the early part of the twentieth century (Forster et al.

2007), and so it is potentially a candidate for explaining

the rise in North Atlantic SST at this time. Recon-

structions also show, however, that TSI has likely re-

mained stable in the latter part of the twentieth century,

so it cannot explain the ongoing variability. In addition,

suggested TSI changes appear to be a weak forcing

globally (Forster et al. 2007), although Meehl et al. (2003)

suggest the possibility of regional subtropical feedbacks

in response to combined solar and greenhouse forcing.

It is unclear, however, how much of an effect this

mechanism might have throughout the North Atlantic.

Uncertainties in tropospheric aerosols are a potentially

better explanation, as anthropogenic sulfate aerosols

have sources close to the North Atlantic (in Europe and

North America) and are known to cool climate. In ad-

dition, sulphur dioxide emissions in this part of the

world are known to have increased before about 1965

and declined thereafter, possibly contributing to the

phases of cooling and subsequent warming observed in

the North Atlantic at about this time (Fig. 1). The

models included in this study represent, as a minimum,

the direct effect of sulfate aerosols, so to a first ap-

proximation this cooling should be accounted for in the

multimodel ensemble. Aerosol forcing estimates are

uncertain, however, so the tendency of the models not

to reproduce the coolness of the 1970s and 1980s could

arise if the aerosol forcing is too weak. Against that,

the models tend to reproduce the global cooling during

this period quite well, and the ensembles produced

with models having more complex aerosol treatments

do not show systematically different responses. As for

TSI changes, aerosol trends cannot explain the changes

throughout the record; the rapid warming of the North

Atlantic in the early twentieth century occurred during

the early stages of growth of aerosol emissions. It re-

mains possible that with multiple changes to the speci-

fication of forcings the observations could be repro-

duced, but the probability of the necessary differences

between the true forcings and those used in existing

models rapidly diminishes with the number of factors

considered.

With the likelihood that the errors in the data,

models, and forcings cannot account for observed North
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Atlantic SSTs, the only remaining possibility is that

the differences represent genuine internal variability

at multidecadal time scales. This paradigm has been

widely used as a hypothesis to explain historical North

Atlantic SST and has given rise to the AMO terminol-

ogy. The results presented here support the existence of

an internally generated AMO and strengthen the find-

ings of Knight et al. (2005), who demonstrate that an

AMO with a similar pattern, amplitude, and period to

that observed can be produced in a climate model simu-

lation without external forcings.

Estimation of the component of regional SST change

associated with the forced response using the multi-

model ensemble is an advance on previous estimates

using, for example, global mean temperature, as the

models are a completely independent source of physical

information. The method presented here removes the

unquantifiable uncertainty associated with the arbi-

trariness of such methods. In its place is uncertainty

over the accuracy of simulated responses, but this is at

least amenable to investigation by, for example, making

multimodel ensembles comprising different sets of models.

At the very least, an index of the AMO derived by

subtracting the CMIP3 multimodel ensemble mean

can be described as the best estimate available at this

time; such an index is shown in Fig. 8. For the period

1850–1999 this is derived from the full ensemble used

in Fig. 3 to make use of the greatest amount of data. A

value for 2000–07 is added using the smaller ensemble

of extended simulations. The AMO index clearly

shows the familiar phases of twentieth-century vari-

ability and also suggests part of an AMO cycle in the

nineteenth century, although this has lower confi-

dence in part as a result of larger ensemble spread at

this time.

The AMO produced by this new definition retains

many of the properties of series computed by linear

detrending (e.g., Knight et al. 2005). It has the same se-

quence of phases with very similar zero-crossing times.

The overall amplitude is reduced as a result of the in-

creased structure in the model-derived forced SST but

only marginally. The coolness of the periods 1900–25 and

1965–95 is not quite as intense, but the warm period of

1925–65 has higher peak anomalies, although these are

not as sustained. An alternative approach to linear de-

trending is the subtraction of global mean temperature

(Trenberth and Shea 2006). This gives an AMO sequence

that appears to be less variable than the AMO in Fig. 8,

which is consistent with the concern that the AMO is

partly cancelled by an AMO-related component in the

global mean. Further, Trenberth and Shea (2006) claim

that their analysis shows that the apparent positive AMO

in the late nineteenth century found by linear detrending

is an artifact of the detrending methodology. Using a

different definition of the AMO, this analysis hints that

this feature may be real, although confidence in it is less

than for twentieth-century AMO phases. Mann and

Emanuel (2006) use scaled global mean temperature and

model-derived aerosol terms as a statistical model to fit

observed seasonal SST in the tropical North Atlantic.

This analysis is reminiscent of attribution analyses using

global mean temperature in place of greenhouse gas in-

creases. The result is an AMO estimate with very little

multidecadal amplitude. Overfitting is clearly a risk with

such a model when there are so few effective degrees of

freedom in the low-frequency SST time series. Moreover,

the results found here, which account for all forcings in a

self-consistent way, demonstrate that there is a consid-

erable residual AMO after forcings are accounted for. A

much closer approximation to the AMO in Fig. 8 is that

derived by Parker et al. (2007) as the third principal

component of low-frequency global SSTs. This has a very

similar shape after about 1925. Before this there is a

similar cool phase, but its duration is shorter than in the

version of the AMO presented here. Their AMO series is

given in standardized units; however, inspection of the

associated projection onto global SSTs implies an AMO

amplitude that is quite similar to that found here. Al-

though the principal component analysis is not guaran-

teed a priori to isolate the AMO, the comparison with

the new AMO shows that it does so fairly well. Kravtsov

and Spannagle (2008) estimate the AMO as the leading

principal component of the difference between global

surface temperatures in observations and the mean of a

FIG. 8. A new definition of the AMO. The blue curve shows the

AMO estimated as the difference between the area-average North

Atlantic SST in observations and a multimodel ensemble mean.

For the period up to 1999 inclusive, the differences are derived

from the decadal analysis in Fig. 3. For 2000–07, the 8-yr mean

difference from the extended analysis in Fig. 6 is used. The dark

gray shading shows the 95% uncertainty limits of a significance test

of the difference accounting for ensemble spread. The light gray

shading shows the limits of a similar test for the combined effects

of ensemble spread and observational SST uncertainty.
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multimodel ensemble of CMIP3 runs with a somewhat

different composition to the one used here. Their index is

similar to that in Fig. 8 before about 1950, but thereafter

it has systematically lower values. Most likely the inclu-

sion of simulations without natural forcings in this en-

semble overemphasizes anthropogenic warming in the

latter period, which in fact had considerable volcanic

cooling.

In the present day, the AMO defined using the mul-

timodel ensemble forcings estimate is positive, but it has

a small anomaly (about 10.068C) that is on the limit of

significance at the 95% level; this smaller value of the

AMO in the present day is different from that obtained

from the AMO estimated using linear detrending, which

does not account for the enhanced anthropogenic warm-

ing rate in recent decades. Trenberth and Shea (2006)

obtain a similar result by subtracting global mean tem-

perature despite having different AMO values earlier in

the series. Parker et al. (2007) also show a marginally

positive AMO in the early twenty-first century. These

results give a reasonably firm indication that the AMO

became positive in the 1990s. The relatively small size

of the present-day anomaly compared to values in the

mid-twentieth century may partly explain why Sahel

rainfall, which has been linked to the AMO (Folland

et al. 1986; Zhang and Delworth 2006), has not recov-

ered to the levels measured in this period. The AMO

derived here shows a slower rate of increase in recent

times to that seen in earlier AMO warming episodes.

This might suggest that the AMO is now behaving dif-

ferently than in the past. On the other hand, the dif-

ference is consistent with variability in AMO charac-

teristics in successive cycles seen in very long model

simulations of the AMO (Knight et al. 2005). It is not

clear whether the recent increase in the AMO will

culminate in a modest maximum, or whether the AMO

will continue to grow to the scale of the mid-twentieth-

century positive event. As the AMO has been linked to

variations in the strength of the meridional overturning

circulation in the Atlantic Ocean (Knight et al. 2005),

decadal forecasts based on detailed initialization of the

ocean (Smith et al. 2007) may give a perspective on this.

It is not certain, however, that these forecasts are yet

sufficiently skillful in predicting the oceanic changes

that are likely to determine the detailed evolution of the

future AMO. In any case, an examination of past in-

tervals between AMO transitions (Enfield and Cid-

Serrano 2006) suggests that the current positive phase of

the AMO will last for one to three decades into the

future. This implies the occurrence of a wide range of

climatic anomalies (see, e.g., Knight et al. 2006; Zhang

and Delworth 2006) in addition to those expected from

anthropogenic climate change.
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