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ABSTRACT

A climate model emulator is developed using neural network techniques and trained with the data from
the multithousand-member climateprediction.net perturbed physics GCM ensemble. The method recreates
nonlinear interactions between model parameters, allowing a simulation of a much larger ensemble that
explores model parameter space more fully.

The emulated ensemble is used to search for models closest to observations over a wide range of
equilibrium response to greenhouse gas forcing. The relative discrepancies of these models from observa-
tions could be used to provide a constraint on climate sensitivity. The use of annual mean or seasonal
differences on top-of-atmosphere radiative fluxes as an observational error metric results in the most clearly
defined minimum in error as a function of sensitivity, with consistent but less well-defined results when
using the seasonal cycles of surface temperature or total precipitation.

The model parameter changes necessary to achieve different values of climate sensitivity while minimiz-
ing discrepancy from observation are also considered and compared with previous studies. This information

is used to propose more efficient parameter sampling strategies for future ensembles.

1. Introduction

Predictions of future climate are made uncertain in
part by lack of knowledge of future greenhouse gas
emissions and in the response of the climate system to
emissions (Stott and Kettleborough 2002; Hansen et al.
2001). General circulation models (GCMs) are often
used to predict the likely response of the climate sys-
tem, but modeling the earth system at a coarse resolu-
tion introduces additional uncertainties in finding the
most appropriate values for parameterizations of sub-
grid-scale physical processes (Johns et al. 2003; Annan
et al. 2005a). Advances in available computing re-
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sources over recent years have led to the increased use
of ensemble techniques for exploring the parameter de-
pendence of physically based climate models (Stain-
forth et al. 2002).

This paper focuses on the equilibrium response of
global mean temperature to a doubling of the atmo-
spheric CO, concentration (henceforth referred to as
climate sensitivity or S), and how that response is in-
fluenced by some of the parameter settings within the
GCM. It builds upon the results of an existing ensemble
of GCMs (Stainforth et al. 2005).

Minimization of model error

Rougier (2007) described the difference between
models and the climate itself to be a sum of two parts:
a reducible and an irreducible part. The reducible
part may be lessened by a better choice of model
parameters, while the irreducible part is a “systematic
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error”—a result of model imperfections that cannot be
removed by “tuning” parameters.

The climateprediction.net dataset has already been
used to produce two predictions of climate sensitivity;
both Piani et al. (2005) and Knutti et al. (2006) used the
GCM ensemble to find predictors of S from aspects of
model climatology. Once established, the predictors
were applied to observations of true climate, treating
those observations as members of the ensemble. Such
approaches make the implicit assumption that the “per-
fect model” is a tunable state of the GCM, ignoring the
irreducible error described in Rougier (2007). To ig-
nore this component of the error means that some de-
gree of extrapolation is required when applying predic-
tors to observations, adding an unknown error to the
results. Knutti et al. (2006) already noted that because
of the structural biases in the Met Office atmospheric
model (HadAM3), the relation between observed and
predicted quantities did not always hold in different
GCMs.

To address this issue, we seek to identify the irreduc-
ible components of model error by minimizing the
model-observation error over a perturbed physics en-
semble. To do this, we use the climateprediction.net
ensemble to fit a surface representing key model output
as a function of the model parameter values. This sur-
face can be used to find those models with output clos-
est to observations. By also predicting how climate sen-
sitivity varies with model parameters, we can restrict
consideration to models with a specific value of S, thus
examining how the systematic error varies with equi-
librium response. The relative systematic errors at dif-
ferent values of S provide some constraint on sensitiv-
ity.

The surface fitting procedure requires an emulator
for the parameter dependence of model climatology.
The method used in previous studies (Murphy et al.
2004) was to conduct a set of single-perturbation ex-
periments, each producing a range of observable diag-
nostics and an estimate of equilibrium response. It was
then assumed that observables for any combination of
the individually perturbed parameter settings could be
estimated by linear interpolation from the single-
perturbation simulations (some allowance for nonlinear
parameter dependence was made by using some multi-
ply perturbed simulations). Thus they linearly pre-
dicted the equilibrium response of a large number of
randomly generated parameter settings. A likelihood
weighting was predicted for each simulation based on
its predicted closeness to observations. The resulting
probability density function (PDF) for climate sensitiv-
ity was produced by generating a weighted histogram of
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equilibrium response for the simulated ensemble, each
model weighted according to its predicted likelihood, as
judged by its Climate Prediction Index (CPI)—the
combined normalized root-mean-square error over a
number of different mean climate variables.

The use of a linear model to predict the model re-
sponse as a function of parameter values was tested by
Stainforth et al. (2005). In this paper, conducted with
the results taken from the climateprediction.net en-
semble of climate models, it was found that a linear
prediction of S made by interpolating the results of
single parameter simulations was a poor estimator of
the true response of a multiperturbation simulation.
The ensemble response landscape was found to be a
strongly nonlinear function.

Hence in this paper, we propose the use of an artifi-
cial neural network (ANN) whose weightings may be
trained to best relate the perturbed parameters of a
climate model to both output diagnostics and equilib-
rium response. The application of nonlinear neural net-
work techniques to analyze climate model output is not
new (Hsieh and Tang 1998; Knutti et al. 2006; among
others), but the use of a neural network to directly
emulate climatological model output from perturbed
parameter settings has been suggested (Collins et al.
2006) but not attempted before to the knowledge of the
authors.

Rodwell and Palmer (2007) conducted an ensemble
using initial value forecasting techniques, where the
performance of a model was judged by the rate at which
it diverged from an observational state. Their work sug-
gested that some of the discrete parameter settings that
lead to high sensitivity in the climateprediction.net
ensemble may lead to unrealistic atmospheres that
quickly diverge from observations. Hence, by using the
ANN to emulate an ensemble based on a Monte Carlo-
style parameter sampling scheme, we explore the error
as a continuous function of the model’s parameter
space and not just at the extreme values.

We divide the rest of the paper into three sections: in
section 2, we discuss the methodology used for the
analysis; section 2a describes the climateprediction.net
dataset, 2b shows the techniques used to compress the
climatological data, while 2c describes the neural net-
work architecture and training process that is used to
optimize the nonlinear fit.

In section 3a, we present the results of the emula-
tor—its ability to predict a verification set of models,
and how well it interpolates between known values.
Section 3b is a discussion of how the emulator may be
used to produce a Monte Carlo ensemble of simula-
tions, allowing us to predict the most realistic model for
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TABLE 1. Definition of perturbed parameters as used in the subset of climateprediction.net experiments used in this analysis.
Parameters marked * and ** are perturbed together. Ice-type parameters (**) are switches, but for the purposes of this paper, it has
been assumed that a continuum exists for the emulated models between the on and off states.

Perturbation label Description Sample size
CW_SEA* Cloud water threshold for precipitation over ocean 3
CW_LAND* Cloud water threshold for precipitation over land 3
Entcoef Entrainment coefficient 3
RHCrit Critical relative humidity 3
CT Accretion constant 3
EACF Empirically adjusted cloud fraction 2
VF1 Ice fall speed 3
DTHETA Initial condition ensemble generator 10
ALPHAM Albedo at melting point of ice 3
DTICE Temperature range of ice albedo variation 3
I_CNV_ICE_LW#** Type of convective cloud ice crystal used in longwave radiation 3
I_CNV_ICE_SW* Type of convective cloud ice crystal used in shortwave radiation 3
L_ST_ICE_LW#** Type of stratiform cloud ice crystal used in longwave radiation 3
I_ST_ICE_SW#** Type of stratiform cloud ice crystal used in shortwave radiation 3
ICE_SIZE Ice crystal size in radiation 3

a given equilibrium response. We compare the con-
straints imposed by various different observations, us-
ing both annual mean and seasonal data.

Finally, in section 4 we discuss the parameter settings
suggested by this optimization process for different val-
ues of climate sensitivity. We analyze these parameters
in the light of previous research and propose a more
efficient method of sampling parameters for future en-
sembles of this type.

2. Methodology

a. The climateprediction.net ensemble

This work uses a subset of data from the first cli-
mateprediction.net ensemble, which is the result of a
distributed computing experiment that allows inter-
ested members of the public to run a perturbed climate
model on their own computers. Model diagnostics are
returned back to a central server for analysis.

The reference model used is the HadAM3 coupled to
a single layer thermodynamic ocean (Pope et al. 2000).
The model has a resolution of 3.75° X 2.5°, with 19
vertical levels ranging from about 1000 to 10 mb. A
total of 15 parameters in the model are perturbed, some
of which are always perturbed together. Each param-
eter is perturbed discretely and may assume one of two
or three possible values, which represent estimates of
the extremes of the range of current uncertainty in the
value of that parameter (which were established
through expert solicitation).

Each individual parameter set is simulated several
times, with slightly altered initial conditions to produce
subensembles of model variability. In this analysis, the

results of initial condition ensembles are averaged to-
gether. This leaves 10 remaining degrees of freedom in
the perturbed parameter space. The perturbed param-
eters are listed in Table 1.

Each model in the ensemble is divided into three
individual simulations: the first is a calibration simula-
tion, where the sea surface temperatures (TASs) are
constrained to match observations. The resulting heat
imbalance at the ocean surface required to maintain
these temperatures is measured and is henceforth re-
ferred to as the anomalous heat flux convergence field.
In the following simulations, control and doubled CO.,
the convergence field is applied at the ocean surface,
and the ocean temperatures are allowed to vary freely.

Most simulations remain stable in the control simu-
lation, but some suffer a drift in global mean tempera-
tures owing to an unrealistic feedback with the models’
thermodynamic oceans. We remove drifting simula-
tions in our analysis following the conditions estab-
lished in Stainforth et al. (2005). In addition, we remove
models with missing data and those models with highly
unphysical temperatures in the control simulation. The
calculation of model climate sensitivity is also calcu-
lated using the same exponential fitting algorithm used
in Stainforth et al. (2005).

b. Data preparation

We seek a smooth fit to the simulated climatology and
likely response to greenhouse gas forcing, both as func-
tions of model parameters. The data required to train this
emulation are taken from the first climateprediction.net
ensemble of climate models, those experiments con-
ducted with perturbed atmospheric parameters only.
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TABLE 2. Definition of regions as used in the climateprediction.net experiment.
Definition of regions as used in the analysis
No. Name Min lon Max lon Min lat Max lat
1 Australia 110 155 —45 -10
2 Amazon Basin 280 325 -20 10
3 Southern South America 285 320 -55 —20
4 Central America 245 275 10 30
5 Western North America 230 255 30 60
6 Central North America 255 275 30 50
7 Eastern North America 275 300 25 50
8 Alaska 190 255 60 70
9 Greenland 255 350 50 85
10 Mediterranean Basin 350 40 30 50
11 Northern Europe 350 40 50 75
12 Western Africa 340 20 -10 20
13 Eastern Africa 20 50 -10 20
14 Southern Africa 350 50 =35 -10
15 Sahara 340 65 20 30
16 Southeast Asia 95 155 -10 20
17 East Asia 100 145 20 50
18 South Asia 65 100 5 30
19 Central Asia 40 75 30 50
20 Tibet 75 100 30 50
21 North Asia 40 180 50 70
22 Antarctica 0 360 -90 —-65
23 NH 0 360 0 90
24 SH 0 360 -90 0
25 NH extratropics 0 360 30 90
26 SH extratropics 0 360 -90 —30

After filtering, an N member subset of models remains
for use in this analysis (wWhere N is 6096).

The nature of the climateprediction.net ensemble
means that the available data for each model are lim-
ited by the bandwidth available to the participants.
Thus, from each control simulation in the ensemble, we
examine data from regions as defined in Giorgi and
Francisco (2000), which are listed in Table 2. The in-
cluded regions are land based (although, because of the
regions being rectangular, there is some ocean area in-
cluded near coastlines). All zonal mean regions are ex-
cluded because they include a large amount of ocean,
which is adjusted to climatology in the calibration simu-
lation; thus any comparison with observations is an un-
fair test of model behavior. The total number of re-
maining regions used in the analysis, R, is 21.

In each region, we take a subset of atmospheric vari-
ables from the model’s control simulation to represent
the model climatology (Table 3). These are compared
with climatological means from the National Centers
for Environmental Prediction (NCEP) reanalysis (for
temperature and precipitation data) and Earth Radia-
tion Budget Experiment (ERBE; for radiative data).
These sources are henceforth referred to as observa-

tions (although it is recognized that alternative obser-
vations are available).

We calculate empirical orthogonal functions (EOFs)
of the control climatic states of the ensemble to deter-
mine dominant modes. In contrast to conventional
EOFs, the temporal dimension is replaced by the en-
semble itself, which provides a convenient orthogonal

TaABLE 3. Climatological fields measured for comparison to ob-
servational datasets. Winter (December—February) and summer
(June—-August) means over all available data are taken in the
regions specified, along with standard deviations to represent in-
terannual variability. ERBE* is used for radiative data where
available, and is supplemented with NCEP data for latitudes
greater than 67.5° N-S. All fields are sampled for seasonal means
over a 15-yr time period in regions 1-21 (Table 2).

Climate fields chosen for analysis

Climate variable Dataset(s) used

TAS NCEP
Shortwave upward radiation at TOA NCEP/ERBE*
Longwave upward radiation at TOA NCEP/ERBE*
Longwave clear-sky upward radiation at TOA NCEP/ERBE*
Shortwave clear-sky upward radiation at TOA NCEP/ERBE*
Total precipitation NCEP
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FIG. 1. Plots indicating EOF truncation point for each of three input fields. The series of EOFs is truncated when mean RMSE from
observations over the ensemble can be estimated within 5%. Truncation points for temperature, precipitation, and radiation fields are

6, 3, and 3 modes, respectively.

basis to compact the ensemble variance in the control
climate. This compacted climate vector allows us to
simplify the structure and increase the computational
efficiency and reliability of the neural network by de-
creasing the number of required outputs. The resulting
EOFs are spatial patterns, while their principal compo-
nents are the expansion coefficients showing the ampli-
tude of the EOF in each ensemble member.

The EOFs are taken over three types (s) of model
output: surface temperature, radiative fluxes, and pre-
cipitation. Thus the input matrices for the temperature
and precipitation EOF analyses have R X N elements,
where each element is the annual mean anomaly from
the control mean for region r in model n, weighted by
the area of region r. The input matrix for the EOF
taken over the radiative fluxes is size 4R X N to include
clear-sky and cloudy-sky fluxes in shortwave and long-
wave bands.

The resulting set of EOFs is truncated to the first K
modes when 95% of the ensemble variance has been
accounted for (see Fig. 1). The truncation is conducted
for computational efficiency only, as emulating a large
number of outputs with the neural network is compu-
tationally expensive. Results are not highly sensitive to
a further increase in truncation length.

Model error as compared to observations is calcu-

lated by comparing the EOF amplitudes in each simu-
lation to the projection of those EOFs onto observa-
tional or reanalysis datasets for each observation type s.
The projection is calculated by first removing the
climateprediction.net mean state from the observa-
tional dataset, and then calculating the scalar product
with each EOF. Each model’s error, E;, is then calcu-
lated by taking the root-mean-square error across all
truncated modes:

Ey= /| 2 Wi — 0%, (1)
k=1

where w, is the amplitude of mode k in model i for
observation type s and oy is the projection of mode k
onto the observational dataset.

To combine the different observational errors, they
must first be normalized. This may be achieved by using
some estimate of natural variability for the observation
in question (Piani et al. 2005). Thus for each observa-
tion type s, the error is normalized by the variance of
the projection of the leading EOF, e, onto a 500-yr
control simulation of HadCM3 (the Met Office
HadAM3 model coupled to a fully dynamic ocean).
The errors are now dimensionless and the root-mean-
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square combination of these gives a total error for each
model. No further weighting over observational type is
applied.

In this case, we have chosen to average the quadratic
cost functions rather than adding them. Whereas a
sum-squares combination of model errors may be ap-
propriate if the variables used are mutually indepen-
dent and identically distributed, the quantities in this
case are correlated and thus to combine errors in this
way would be incorrect. The mean-squared approach
described above is used to emphasize the structural
model differences between the reanalysis data and the
ensemble models by allowing the same scale to be used
in each case, regardless of the number of constraints
used. In the case that the introduction of a new variable
places the observations in a region outside of the en-
semble-sampled space, then a systematic error is
present that would be apparent by examining the
RMSE associated with the best-performing ensemble
model. The combined cost term should not, however,
be interpreted as a log-likelihood scale. To produce a
probability density function from the function E(S) re-
quires further assumptions on how one should deal with
the presence of an irreducible error, and this question is
left to future work.

USE OF SEASONAL DATA

The original analysis of climateprediction.net data
shown in Stainforth et al. (2005) found a weak obser-
vational constraint on S; models with climate sensitivi-
ties of up to 11 K were shown to perform comparably in
a simple test of root-mean-square error as measured
from the observations used. Annan et al. (2005b) sug-
gested that the relatively high performance of these
models may be due to the omission of seasonal infor-
mation when comparing each model to observations.

To address this issue, we conduct two additional ex-
periments. The first replaces the annual mean values
with a June—-August minus December-February
(JJA — DIJF) difference in each observational field to
construct the input EOFs. A second analysis includes
both JJA and DJF seasonal means as separate dimen-
sions of the input vector, allowing the seasonal cycle of
each region to influence the resulting EOFs. The EOFs
using seasonal information are treated identically to the
analysis for the annual mean data shown above.

¢. Neural network architecture

We employ an artificial neural network to emulate
the response of the climate model output. We will sum-
marize the theory of neural network architecture and
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Fi1G. 2. A diagram illustrating the flow of information through a
two-layer feed-forward neural network. The input vector has two
elements. The first layer is a “tansig” type, with two neurons, the
second layer is a “purelin” type with one neuron.

training here, but a full discussion of the topic is given
in Hagan et al. (1996).

The network employed is a two-layer, feed-forward
ANN (illustrated in Fig. 2). The elements of the input
vector, p;;, consist of the independent perturbed param-
eter set associated with each model, i. The parameters
are listed in Table 1. Where parameters are perturbed
together in the model, only one of the values is used in
the analysis. Where parameters are defined on model
levels, the average value of the parameter over all
model levels is used. The result is a vector of 10 ele-
ments that defines the parameter set for any given
model in the ensemble.

The output vector is the quantity we wish to predict.
In the first instance, this may be a single value: the
model’s climate sensitivity, S;. However, later we ex-
tend the analysis to predict the set of EOF amplitudes,
w;, defined earlier, which define the model’s climatol-
ogy.

For the ANN to best approximate a relationship be-
tween these quantities, it is separated into layers. The
input to the network is the set of model parameters, p;;,
which are combined with scale and offset before being
passed to the first “hidden” layer. The weights and bi-
ases are set iteratively during the training process. The
hidden layer is a set of nonlinear functions, arbitrary in
principle [in this case, a function closely approximating
a hyperbolic tangent is used (Vogl et al. 1988)]. The
output of the hidden layer is again weighted and biased
to produce the elements of the output vector.

To train the network to emulate the output of the
model ensemble, we employ the Levenberg—Marquardt
learning algorithm (Hagan and Menhaj 1994). This
back-propagation algorithm is a gradient descent opti-
mization, where the algorithm is provided with a set of
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Fi1G. 3. (a) The mean error in predicting climate sensitivity of the verification set, as a function of the number
of neurons in the hidden layer. (b) The mean absolute difference in predicted sensitivity between 1000 random
emulations, and a second set of slightly perturbed emulations (the perturbed emulations take a weighted average
of input parameters, with a 90% weighting to the original values, and a 10% perturbation in each input parameter
from a second set of random simulations). (¢) The RMSE in the prediction of the all fields climatology for the
verification set, scaled by natural variability. (d) The RMS response in all fields climatology to a small parameter

perturbation [as in (b)].

examples of “proper” network behavior. In this case,
the training set is provided by 60% of the available
models in the ensemble, totaling about 4000 examples.
Using a larger number of models in the training set did
not noticeably improve accuracy.

The ideal number of neurons to be used in the hidden
layer should ensure accuracy while avoiding overfitting.
Figure 3a shows the mean fitting error of the network in
predicting an unseen “verification” set of models as a
function of the number of neurons. This plot suggests
little increase in accuracy for more than six neurons.

Figure 3b shows the effects of overfitting on the input
data. Here we take a sample of random parameter com-
binations and perturb them slightly, examining the im-
pact on the predicted sensitivity (thereby estimating the
steepness of the response). For less than eight neurons,
this results in a slight mean perturbation to the pre-
dicted sensitivities. However, the tests conducted with 9
and 10 neurons show large discrepancies between the
original and perturbed simulations, indicating an over-
fitted network, with large gradients in response. Thus, a
conservative six neurons are used in the hidden layer.
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Fi1G. 4. (a) A plot showing the predicted sensitivities of the verification set of climateprediction.net models as a
function of their actual sensitivities. (b) A plot of the prediction error in S as a function of S. Each point represents
a member of the verification set in the climateprediction.net ensemble and the width between lines represents the

standard error in prediction at a given climate sensitivity.

A similar process is conducted for the prediction of
w;: to measure the prediction ability of the network,
we predict the K principal components for each mem-
ber of the verification set. The prediction error is root-
mean-square difference between the neural network es-
timation and the actual value in the verification set. We
measure the smoothness of the response surface by tak-
ing the root-mean-square response to a small param-
eter perturbation, as before. Again, six neurons are ap-
propriate for predicting w,.

The cost function used in the iterating training pro-
cedure measures network performance as a combina-
tion of the mean squared prediction error (85%) and
the mean squared weight and bias values (15%). This
prevents any single neuron from being weighted too
highly, which was found to further help prevent the
network from overfitting.

Once the network has been trained and verified, we
perform a Monte Carlo parameter perturbation experi-
ment, emulating an ensemble many orders of magni-
tude greater than the original climateprediction.net
dataset. The ensemble densely samples the emulated
parameter space, allowing a search for the best-
performing models in different (0.1 K) bins of climate
sensitivity, as judged by various observational con-
straints.

The underlying function of minimized model-
observation error as a function of sensitivity E(S) is
thus discretized into 0.1-K bins of S. The Monte Carlo
ensemble is sufficiently densely populated so that the
following statements are true:

e E(S) is a smooth, continuous function.
e E(S) does not alter if the sampling density is further
increased.

Note that the issues of prior sampling of climate sen-
sitivity raised in Frame et al. (2005) are not relevant
here, because we do not attempt to assign probabilities
to different values of S. The sampling of S is simply
used to outline the shape of the underlying func-
tion E(S).

3. Results

a. Verification

We first show a demonstration of the ability of the
neural network to predict an unseen verification set
within the ensemble itself. Figure 4a illustrates the net-
work’s ability to predict S. Figure 4b shows that the
standard error in prediction increases with increasing
sensitivity, an effect also noted both in Piani et al.
(2005) and Knutti et al. (2006). This is simply explained
by considering that observables tend to scale with A, the
inverse of S. Although in practice, a direct prediction of
S with the neural network is considerably more accu-
rate than a linear prediction of A for large values of S.

The network must be able to predict model climatol-
ogy for previously unseen parameter combinations.
Figure 5 uses the verification set to demonstrate the
network’s ability to predict the total RMSE from ob-
servations for each of the different observation types.
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F1G. 5. (a)-(d) The vertical axes show the ANN predicted combined model errors as compared to annual mean
observations taken from observations for the verification set of climateprediction.net models for each observation
type. The horizontal axes show the actual RMSE, before EOF truncation. The model errors are normalized by the
variance of the projection of the first EOF onto a 500-yr control simulation.

This is not a test of the network’s ability to interpolate
between discrete parameter values.

PARAMETER INTERPOLATION

The climateprediction.net ensemble uses a parameter
sampling strategy that chooses one of a small number of
possible values for each parameter. However, once
trained, the ANN emulator may be used to interpolate
between these values and map out the parameter space
more completely. Given that we do not know the true
behavior of models in this unsampled parameter space,

the ANN is designed such that there is a smooth tran-
sition between the model responses at known, discrete
parameter values.

This process is demonstrated by perturbing each in
turn of P individual parameter settings within the limits
of the sampled climateprediction.net range, while keep-
ing the other (P — 1) parameters at the standard
HadAM3 value. Thus we can observe the emulator’s
ability to interpolate climatology and greenhouse gas
response between the known discrete parameter set-
tings. Section 2c described how the choice of network
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FIG. 6. A plot showing the results of a set of experiments to calculate the dependence of S on individual perturbed parameters. Each
parameter value is incremented within the bounds of the climateprediction.net limits, while keeping all other parameters at their default
value. The predicted S is calculated and plotted as a function of each parameter. The shaded area represents the 1 sigma spread in an
ensemble of 10 attempts to fit the data (each using a different training set within the GCM ensemble).

design was chosen to minimize overfitting to training
data, without sacrificing accuracy. The shapes of the
response functions shown in Fig. 6 show a cross section
of the fitted surface in each of the 10 parameter dimen-
sions—in each case with the other 9 parameters held at
the default HadAM3 value.

Previous findings (Stainforth et al. 2005) have shown
that the single perturbations with the most dominant
influence on § are those of the entrainment coefficient
(or entcoef), critical relative humidity (RHCrit), and
the ice fall speed (or VF1).

b. Monte Carlo simulation

We emulate a much larger ensemble using a Monte
Carlo sampling scheme in which the value of each pa-
rameter is randomly selected between the maximum
and minimum values in the GCM ensemble. Because
the trained neural network is computationally inexpen-
sive, we are able to emulate an ensemble many orders
of magnitude larger than the original GCM ensemble.

We emulate a large (one million member) Monte

Carlo-style ensemble in which each parameter value is
ascribed a random value within the limits of the discrete
parameter settings used in the climateprediction.net ex-
periment. The parameters are generated randomly us-
ing an exponential probability distribution that ensures
that model parameters are equally likely to be above or
below the default value for HadAM3.

These models make up the emulated ANN ensemble.
For each model we use the trained neural network to
predict its climate sensitivity and the amplitudes of the
truncated EOF set used to represent control climatol-
ogy. Once we obtain an estimate for the truncated
EOF amplitudes for each emulated model, we can use
Eq. (1) to calculate a prediction of the model error for
that simulation as compared to the observations.

As described in section 2c¢, we then divide the en-
semble into 0.1-K bins of S and determine the best-
performing models in each bin (i.e., those with the low-
est E;;). Figure 7 shows the best models in each bin of
sensitivity as simulated by the original GCM ensemble,
plus the best models emulated in the ANN Monte
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F1G. 7. (a)-(1) The error distributions E(S) as produced by different observational fields. (top) Annual mean data only, (middle)

seasonal differences alone, and (bottom) information on both summer and winter absolute values. The vertical axes represent the
RMSE between models and observations in the respective field, in units of natural variability. Models shown by gray dots are the
best-performing simulations from the original climateprediction.net ensemble, while black dots are the best models from the million-
member Monte Carlo neural network emulated ensemble. Small squares represent the performance of models from the AMIP
ensemble of atmospheric models (with values for S taken from the corresponding CMIP model). The larger square shows the
performance of the unperturbed HadAM3 model. The right-hand column shows the combined error taking into account all three

observation types simultaneously.

Carlo ensemble. By using different observation types,
we may compare the ability of the different observa-
tions to constrain the value of S within the ANN en-
semble.

We measure model performance by a selection of
different criteria: first using annual regional mean sur-
face temperatures and then again using the JJA — DJF
seasonal differences. This process is then repeated for
total precipitation and top of atmosphere (TOA) radia-

tive flux balance (an expanded vector with elements for
shortwave and longwave, clear-sky and cloudy-sky
fluxes).

Each EOF must be scaled by an estimation of its
natural variability. The control climates in the en-
semble are means of a 15-yr period; hence we estimate
natural variability by projecting each EOF onto 33
separate 15-yr periods in a 500-yr HadCM3 control
simulation and taking the standard deviation of the pro-
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jection coefficients. The principal components of this
EOF in the perturbed ensemble may then be scaled
using this value.

For each observation type, we also include a selec-
tion of models from the Atmospheric Model Intercom-
parison Project (AMIP), which is best suited for com-
parison with the atmospheric models with observed
ocean temperatures used in the ensemble. Each model
is treated identically to ensemble members; the
anomaly is taken from the climateprediction.net mean,
onto which the regional EOFs are projected for each
observation type. AMIP models are not processed by
the neural network and are shown for comparison only.
Double CO, equilibrium experiments were not con-
ducted for the AMIP ensemble, so the corresponding
Coupled Model Intercomparison Project (CMIP) sen-
sitivities are shown for each model. Sensitivities are
thus provided for comparison only, though the results
of Meehl et al. (2003) suggest that in several AOGCMs,
the atmospheric model was dominant in determining
equilibrium response.

The results show significantly different error distri-
butions imposed by the different observations. In gen-
eral, the neural network emulated ensemble tends to
produce slightly smaller minimum model/observational
error than the original climateprediction.net ensemble
because of the large number of emulated models. We
consider each observational constraint in turn:

» Regional temperature fields alone show no clearly
defined minimum in error as a function of S; emu-
lated models with S of up to 10 K may have control
surface temperatures that are consistent with obser-
vations. The lower bound, however, is well defined—
perturbed models with S less than 4 K are predicted
to significantly differ from observations of annual
mean surface temperature.

The use of seasonal cycle data alone shows the
most likely models occurring between 3 and 4 K.
This is broadly consistent with the findings of
Knutti et al. (2006), who found the seasonal cycle
in temperature-constrained S to lie between 1.5
and 6.5 K at the 5%-95% confidence intervals.

The inclusion of both annual and seasonal data
in the input vector still produces a very poor con-
straint on sensitivity; models with S between 4 and
10 perform comparably well. Thus absolute values
of the control surface temperatures of a model are
a very poor predictor of response to greenhouse
gas forcing. The reason for this may lie in the na-
ture of the flux-corrected model, where control
simulation ocean temperatures are adjusted to ob-
servations by corrective fluxes. We infer that this
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allows control mean surface temperatures to re-
main close to observations, even in high-sensitivity
models.

 Results using radiative fluxes show a tight constraint
on climate sensitivity, irrespective of the use of sea-
sonal or annual data. The neural network is able to
predict models that lie closer to observations than
both the original climateprediction.net ensemble and
the AMIP ensemble. The only models fully consistent
with observations (within natural variability) are pre-
dicted within S values of 3.8-4.5 K for the annual
data, and 3.9-4.2 K for the seasonal inputs.

At high sensitivities the original ensemble pro-
duces a small number of models that score better
than the emulated ANN ensemble. We attribute
this to the imposed smoothness in the neural net-
work response, which may eliminate some of the
opportunity for outliers. In addition, the original
climateprediction.net measurements of S are sub-
ject to some degree of sampling noise, especially at
higher sensitivities (Stainforth et al. 2005).

e Annual mean precipitation provides a weaker con-
straint than the radiative fluxes, with the GCM, emu-
lated, and AMIP ensembles all failing to reproduce
annual values of precipitation. The best-performing
models with S of 3.5-5.5 K have comparable errors.
In contrast, many of the ANN emulated models are
able to reproduce observed seasonal cycles in precipi-
tation in an S range of 2.5-5 K.

An examination of the minimized observational dis-
crepancies scaled by natural variability shows that the
radiative flux constraint is the strongest of the three,
irrespective of the use of annual mean or seasonal data.
In the cases of surface temperature and precipitation,
some models are able to match observed seasonal
cycles, but annual mean values are not reproduced
within the ensembles. These individual constraints us-
ing only seasonal data consistently show the best-
performing models to lie in the range 3-5 K.

Combining all observations together, weighting each
of the observations equally produces the “all fields”
plots. The plot using annual mean data is only compa-
rable with Fig. 2c in Stainforth et al. 2005, and replicates
the result that shows climateprediction.net models with
an S of greater than 10 K showing comparable RMSE
to some members of the AMIP ensemble. However, the
emulated ANN ensemble shows a clear minimum in
model error between 4 and 5 K, an attribute that is
poorly defined in the original climateprediction.net en-
semble. Clearly, the CMIP sensitivities shown represent
the most likely values for S as evaluated by a number
of modeling groups, hence this ensemble should not
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be expected to cover the full range of possible values
for S.

It is notable that the inclusion of additional observa-
tions actually decreases the error of high sensitivity
simulations relative to the most likely simulations.
Even in the experiment using only seasonal data, where
the separate constraints on S are consistent for the
three observation types; the combined all fields plot
shows an increased systematic error (the irreducible er-
ror of the best-performing model in the ensemble, at
the minimum of the error curve, is significantly in-
creased when the observations are combined into a
single metric).

Although the ensemble contains models that are in-
dividually able to match the different observation
types, this is achieved at the expense of making other
fields less well simulated. Hence there is no parameter
combination that allows all observations to be matched
simultaneously. This more challenging requirement
produces an irreducible error—the minimum error us-
ing the best-tuned model when summed over all the
observations (Rougier 2007).

Thus, as the number of observational fields is in-
creased, the error of the models with the most likely
value of § increases from negligible to some finite irre-
ducible value e. However, for less likely values of S
where a single observation produces an irreducible er-
ror, increasing the number of observational fields is
unlikely to produce the same large relative increase in
error. Hence, as the number of observational fields is
increased, the apparent score of the best-performing
models is worsened.

The methodology employed here to provide con-
straints on S is significantly different from that of Piani
et al. (2005) or Knutti et al. (2006). While each of these
papers searched for predictors of S using all members
of the ensemble, we have instead used information
from only the most likely possible model for each value
of S. Therefore, a relation between some observable
quantity and S may be stronger or weaker when all
simulations are considered, compared to the method
used here when only the best simulations for each value
of S are used. In addition, in Knutti et al. (20006), re-
gions where observations lay outside the entire en-
semble were ignored. In contrast, in the methodology
presented in this paper, such regions will influence the
model “score.”

Finally, we find that an increase in the number of
observations used tends to increase the systematic error
associated with the best-performing ensemble member,
implying that (unsurprisingly) a perfect model may be
impossible to achieve using only perturbations of pa-
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rameters. Hence, any prediction trained within the en-
semble and applied to the “perfect” observations may
be to some extent an extrapolation. Piani et al. (2005)
approached this issue by taking the unperturbed base
model error as a crude estimate of the systematic error
in the prediction, but the treatment of such errors in the
prediction of S from imperfect ensembles remains an
unresolved issue. However, we propose that the
method illustrated here provides a systematic means of
finding the irreducible component of model-observa-
tion discrepancy giving an upper limit for the systematic
error, which must be included when applying ensemble-
trained predictors of an unknown quantity such as S.

4. Parameter dependence

Using all observations simultaneously (the all fields
case), the most likely models for each sensitivity “bin”
are shown in Fig. 7. By looking at the input parameters
for these models, we can examine the parameter
changes necessary (if the ANN interpolation is correct)
to achieve the best models at different climate sensi-
tivities. The results (shown in Fig. 8) predict the optimal
parameter settings required to produce a model of a
given sensitivity, while making each model as close to
observations as possible.

Also shown in Fig. 8 is the spread of each parameter
setting seen in the best 100 simulations (out of a typical
10 000) in each 0.1-K bin of S. Hence, parameters show-
ing only a small amount of spread show a unique opti-
mal configuration for minimized error at a given value
of S. Those also showing a large variation over the
range of S, while remaining well constrained at any
given value of §, are deemed the most important pa-
rameters for determining model response (as emulated
by the ANN).

Optimum values of two parameters—the “entrain-
ment coefficient” and the “ice fall speed”—show first
order sensitivity to S. Other investigations (Stainforth
et al. 2005; Sanderson and Piani 2007; Knight et al.
2007) have suggested that the entrainment coefficient is
dominant in establishing different relative humidity
profiles that lead to strongly different responses to
greenhouse gas forcing.

Entcoef fixes the rate at which environmental air is
mixed into an ensemble of simulated rising convective
plumes. A high value of entcoef results in a moist
midtroposphere, with weak convective activity. A low
value of entcoef increases the depth of convection,
transporting moisture to higher levels in the tropics
(Gregory and Rowntree 1990).

A close examination of Fig. 8 shows that at any given
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FI1G. 8. A plot showing the parameter settings for the best-performing model emulated in each sensitivity bin in Fig. 71. The black lines
show the mean parameter value for the 100 best-performing models in each 0.1-K bin of climate sensitivity. The gray background shows
the 10th-90th range of the 100 best-performing models. The dots show the parameter value for the best-performing model in the bin

(if one exists) for the original climateprediction.net ensemble.

value of S, the value of entcoef is well constrained,
showing no significant spread among the best-per-
forming 100 simulations. As S rises, the value of entcoef
falls monotonically from its default down to its lower
limit for high values of S. The majority of the variation,
however, occurs at values of S less than 6 K—indicating
that other parameters are responsible for further in-
creases in S.

Sanderson and Piani (2007) found that the reduction
of entcoef caused an increase in clear-sky absorption of
longwave radiation, as midtropospheric humidity was
increased by strengthened convection, especially in the
tropics.

The ice fall speed also shows little spread at any given
value of S, and likewise is observed to reduce mono-
tonically throughout the range of simulated S. A large
value of this parameter allows the fast fallout of cloud
ice. Smaller values of similar parameters in radiative—
convective equilibrium models lead to increasingly
moist, warm, convectively unstable atmospheric pro-
files (Wu 2001; Grabowski 2000).

Sanderson and Piani (2007) found that a reducing ice
fall speed increased longwave clear-sky and cloudy
forcing by allowing the air to remain moister. A reduc-
ing VF1 was found to increase low-level layer clouds,
and this increased their positive longwave cloud feed-

back upon warming. The results here are consistent
with those findings.

Extremes of S are achieved with additional second-
ary parameters:

o Low sensitivities (§ < 3 K)—Fig. 7 makes it clear that
at very low sensitivities, even the best simulated at-
mospheres move rapidly away from the observations.
An examination of Fig. 8 shows that two parameters
in particular have large variation in this region: the
empirically adjusted cloud fraction (EACF) and the
albedo temperature range.

The models with the lowest S show a very large
value for the empirically adjusted cloud fraction
(EACF). EACF is a modification to the cloud
scheme of the model that adjusts the fractional
cloud coverage to observations in relation to total
and condensed water; a higher value produces a
greater overall cloud fraction (Wood and Field
2000). By setting this parameter to its maximum,
the model cloud fraction is maximized. Meanwhile,
the lowest sensitivity models also exhibit a high
value for the temperature range of sea ice—albedo
variation. This has the effect of increasing the ef-
fective albedo in ice-covered regions.

Hence, it seems that the lowest sensitivities
are achieved by maximally increasing albedo,
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maximizing shortwave negative feedbacks upon

warming. However, Fig. 7 suggests that this ap-

proach rapidly leads to unrealistic atmospheres
in all three observation types.

» High sensitivities (§ > 5 K)—the simulated models
with the highest sensitivities all show entcoef and the
ice fall speed to be set to low values. However, the
best-performing models with high S show two addi-
tional parameter perturbations: critical relative hu-
midity and again EACF.

The critical relative humidity is the relative hu-
midity at which cloud vapor will start to form
(Smith 1990). It is the dominant parameter in de-
termining the sensitivity of the simulated models
with S greater than 5 K.

In the low entcoef simulations, Sanderson and
Piani (2007) found that the strong positive long-
wave feedback produced by the increased humidity
is partly offset by a negative feedback caused by
increased albedo due to high-level cirrus clouds
that condense in the moist upper troposphere. The
amplitude of this negative feedback is modulated
by the value of RHCrit, a high value making cloud
formation more difficult, thus reducing the nega-
tive albedo feedback.

At S values of 89 K, RHCrit nears the upper
limit defined in the GCM ensemble, and a further
reduction in the negative feedback is achieved by a
decrease in EACF, which is reduced to its mini-
mum value to achieve the highest values of S in the
ensemble.

Hence, it is by suppressing cloud formation that
the simulated ensemble achieves very high values
of S. Without a negative shortwave response, long-
wave clear-sky feedbacks enhanced by high-level
water vapor are left to dominate the response to
warming. However, a comparison with Fig. 7 shows
that this quickly causes very large discrepancies
from observations of top of atmosphere radiative
fluxes in the mean control state.

5. Conclusions

A two-layer feed-forward neural network was trained
to accurately emulate and interpolate model output
from a multithousand-member climate model en-
semble. Having trained a network with data from the
climateprediction.net dataset, we were able to predict
both equilibrium temperature response and the ampli-
tudes of leading EOFs of climatology for various dif-
ferent model outputs in an unseen verification set of
models.

The network was successfully used to examine the
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equilibrium response to individual parameter changes
and to smoothly interpolate between known discrete
parameter settings. A much larger, neural network
emulated ensemble was designed, which employed a
Monte Carlo sampling scheme replacing the original
climateprediction.net discrete sampling. The neural net-
work was used to simulate model output from a very
large ensemble in order to fully sample the parameter
space within the discrete sampling of the original cli-
mateprediction.net experiment. The model output was
divided into bins of climate sensitivity, such that in each
bin a model most consistent with observations could be
found.

Various different observational fields were em-
ployed, giving dramatically different constraints on cli-
mate sensitivity. The strongest constraints were found
to result from observations of top of atmosphere radia-
tive fluxes. A clear minimum in model error was ap-
parent for models with climate sensitivities between 3
and 5 K. The simulated ensemble predicted some mod-
els to be closer to observations than all members of the
climateprediction.net or AMIP ensembles. Seasonal
data in radiative fluxes produced a similar constraint.
The use of these diagnostics as tuning parameters may
thus help to explain the clustering of simulated values
of § in ensembles such as CMIP and AMIP.

Using only observations of surface temperature to
constrain the models resulted in no upper bound con-
straint on S. The lower bound suggested that only mod-
els with S less than 3 K could produce reasonable an-
nual means in surface temperature. However, observa-
tions of the seasonal cycle in temperature produced a
constraint on S, with some models between 2 and 5 K in
agreement with observations.

Observations of precipitation showed that all models
in the climateprediction.net, ANN simulated, and
AMIP ensembles could not reproduce annual mean
data within the bounds of natural variability, hence the
constraint is weaker than for the radiative case. How-
ever, the best-performing models were able to repro-
duce seasonality in rainfall where they could not repro-
duce absolute values, and models with S between 3 and
8 K could reproduce seasonal rainfall differences.

Requiring models to match all observations simulta-
neously proved a more difficult task for all of the en-
sembles. The ANN simulated ensemble suggested that
model parameters could at best be tuned to a compro-
mise configuration with a finite error from the obser-
vations. This “best model discrepancy” was found to
increase with the inclusion of increasing numbers of
separate observations, and was not itself a strong func-
tion of S.
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Hence although models can be found to indepen-
dently reproduce seasonal differences in the three ob-
servation types, there is no single model that can re-
produce all three simultaneously. The relative errors of
best models at different sensitivities will decrease and
the irreducible error of the best-performing model in-
creases dramatically as more observations are added.
Thus the “all fields” approach yields no models that are
fully consistent with observations, although it shows a
minimum in error at S = 4 K.

Such an effect is a natural by-product of tuning an
imperfect model to match observations: it is easy to
tune parameters to match a single observation, but im-
possible to match all simultaneously. Such an effect
must be considered in predictions of sensitivity such as
Knutti et al. (2006) and Piani et al. (2005), where trends
determined through analysis of an imperfect ensemble
were applied directly to observations. We have found
that the perfect model state may be unattainable
through parameter perturbations alone, hence an esti-
mation of irreducible error should be included when
using ensemble-trained predictors of S.

The neural network was also used to show the pa-
rameter settings for the best-performing models over a
wide range of S. We propose this as a convenient tool
for the intelligent sampling of parameter space in future
ensembles. For example, using the parameters sug-
gested in Fig. 8 would provide a small, efficient en-
semble containing only the most relevant models nec-
essary for wide distribution of S. Simulation of these
runs is beyond the scope of this study as the slab-ocean
experiment has now ended, but this method of param-
eter sampling is under consideration for the next gen-
eration of climateprediction.net models using the Had-
ley Centre Global Environmental Model (HadGEM).

Furthermore, by highlighting regions of interest in
the parameter space (e.g., those with steep gradients in
the response function for S), efforts could be made to
conduct additional simulations in those regions, further
improving the fit in regions where the response is am-
biguous.

We propose that a possible extension of this work
with the advent of future coupled ensembles providing
more comprehensive data for each model would be to
evaluate the model climatology with EOFs of fully grid-
ded data, rather than regional means. The added infor-
mation in such an analysis would allow more a compre-
hensive metric for model verification.

Finally, the approach illustrated here is not restricted
to an investigation of climate sensitivity. The method
could be equally well applied to provide improved sam-
pling and constraints for any climate model output di-
agnostic of interest, with potential for a multivariate
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predictor such as the joint probability of regional
change in temperature and precipitation.
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