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ABSTRACT

Effective climate sensitivity is often assumed to be constant (if uncertain), but some previous studies of
general circulation model (GCM) simulations have found it varying as the simulation progresses. This
complicates the fitting of simple models to such simulations, as well as having implications for the estimation
of climate sensitivity from observations. This study examines the evolution of the feedbacks determining the
climate sensitivity in GCMs submitted to the Coupled Model Intercomparison Project. Apparent centen-
nial-time-scale variations of effective climate sensitivity during stabilization to a forcing can be considered
an artifact of using conventional forcings, which only allow for instantaneous effects and stratospheric
adjustment. If the forcing is adjusted for processes occurring on time scales that are short compared to the
climate stabilization time scale, then there is little centennial-time-scale evolution of effective climate
sensitivity in any of the GCMs. Here it is suggested that much of the apparent variation in effective climate
sensitivity identified in previous studies is actually due to the comparatively fast forcing adjustment.

Persistent differences are found in the strength of the feedbacks between the coupled atmosphere–ocean
(AO) versions and their atmosphere–mixed layer ocean (AML) counterparts (the latter are often assumed
to give the equilibrium climate sensitivity of the AOGCM). The AML model can typically only estimate the
equilibrium climate sensitivity of the parallel AO version to within about 0.5 K. The adjustment to the
forcing to account for comparatively fast processes varies in magnitude and sign between GCMs, as well as
differing between AO and AML versions of the same model. There is evidence from one AOGCM that the
forcing adjustment may take a couple of decades, with implications for observationally based estimates of
equilibrium climate sensitivity. It is suggested that at least some of the spread in twenty-first-century global
temperature predictions between GCMs is due to differing adjustment processes, hence work to understand
these differences should be a priority.

1. Introduction

Equilibrium climate sensitivity, defined as the equi-
librium global-mean temperature response to doubling
CO2 (T�eq), is a leading-order measure of the response
of the climate system to an external forcing. It is widely
used in comparing the response of different general
circulation models (GCMs) employed for anthropo-

genic climate change projections (e.g., Randall et al.
2007; Murphy et al. 2004; Stainforth et al. 2005). Run-
ning a full coupled atmosphere–ocean (AO) GCM to
equilibrium can require several millennia of model
simulation and this computational expense is prohibi-
tive in general. Instead, the equilibrium climate sensi-
tivity of a GCM is usually estimated from coupling its
atmosphere component to a thermodynamic mixed
layer ocean model (AML). AML models typically
achieve equilibrium within a few decades and so are
computationally more affordable. It is often assumed
that T�eq obtained from an AML model will equal T�eq
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from the parallel AO model if it were run to equilib-
rium. But, the effects of dynamic ocean processes (e.g.,
slowing of the thermohaline circulation) and different
control climates on atmospheric processes (e.g., cloud
response) make this assumption only approximate.
Boer and Yu (2003c) find that for a previous version of
the Canadian Centre for Climate Modelling and Analy-
sis (CCCma) model, the feedbacks in the AO model
near equilibrium differ from the AML model due to a
mean El Niño–like pattern developing in the AO
model, altering the cloud feedback. In contrast, Wil-
liams et al. (2001b) find that for a previous version of
the Met Office Hadley Centre model (HadCM2)
(Johns et al. 1997), which also produces a mean El
Niño–like pattern, the feedbacks in the AO model and
AML model are qualitatively similar since the El Niño–
like pattern also develops in the AML model (i.e., it is
driven by atmospheric rather than ocean processes in
that case).

An alternative measure of the response of the cli-
mate system that may be applied to AO model simu-
lations without running to equilibrium is the effective
climate sensitivity (T�eff) (Murphy 1995). Here T�eff is an
estimate of T�eq for an AO model assuming that the
external forcing and the feedback processes would re-
main constant as the system continues toward equilib-
rium. If we believe T�eff is constant in the real world, the
global warming observed so far, or models that describe
it well, could be used as a quantitative guide to the
future. But, if we believe it may well be variable in the
real world, it may be much more difficult to constrain
future warming.

Senior and Mitchell (2000, hereafter SM00) find that
for HadCM2, when the forcing of the AO model is
fixed at 2 � CO2 and run toward equilibrium, the total
clear-sky feedback remains reasonably constant while
the cloud feedback varies. This is attributed to changes
in the lapse rate, caused by the slower thermal response
of the Southern Ocean relative to the atmosphere, af-
fecting the convective cloud response. They indicate
that this results in T�eff increasing as the HadCM2 simu-
lation approaches equilibrium. Kiehl et al. (2006) also
find T�eq to be higher than the T�eff calculated for the
initial time of CO2 doubling for different versions of the
National Center for Atmospheric Research (NCAR)
model. Boer and Yu (2003a) show the opposite varia-
tion, with T�eff reducing in the CCCma model as the
climate warms owing to a strengthening (more nega-
tive) shortwave cloud feedback, although the clear-sky
feedbacks also show more dependence on climate state
in this model than reported by SM00 for HadCM2.

Previous studies investigating time/state variation of
effective climate sensitivity have used the conventional

stratosphere-adjusted forcing ( fstrat) in the calculation
of climate sensitivity (although methods used have var-
ied in detail). This approach includes the rapid radia-
tive adjustment of the stratosphere within the “forcing”
but does not permit any response from the troposphere.
An alternative approach is to also allow for adjustment
processes in other parts of the climate system that act
on shorter time scales than the response being consid-
ered (Hansen et al. 2002; Shine et al. 2003; Gregory et
al. 2004). Historically, these have mainly been associ-
ated with the indirect effects of aerosols (e.g., Williams
et al. 2001a), but recently have been shown to occur
with changes in CO2 (Gregory and Webb 2008, hereaf-
ter GW08; Lambert and Faull 2007; Andrews and For-
ster 2008).

In this study, we examine the evolution of the feed-
backs during stabilization at 2 � CO2 in models sub-
mitted to the World Climate Research Programme
Coupled Model Intercomparison Project phase 3
(WCRP CMIP3) multimodel dataset (also known as
the IPCC Fourth Assessment Report database). We
consider the extent to which the feedbacks vary with
time and climate state and how this depends on the
definition of “forcing,” as well as the extent to which
the strength of the global feedback differs between the
AO and AML models. The models and experimental
design are introduced in the next section. The time
variation of effective climate sensitivity in the CMIP3
models is investigated in section 3, and the AO and
AML feedbacks are compared in section 4. Mecha-
nisms to account for the differences between the differ-
ent types of forcing are presented in section 5. Conclu-
sions and discussion are in section 6.

2. Models and experimental design

The models used in this study and references to their
descriptions are listed in Table 1. Parallel control and
climate change simulations have been performed with
each AO model. The control maintains fixed concen-
trations of CO2 and other natural and anthropogenic
forcing agents [generally these are preindustrial values,
but the Community Climate System Model, version 3
(CCSM3) uses present-day values]. Averages over the
whole control simulation are used, which is a period of
at least 100 yr in each case. Control drift does not sig-
nificantly impact the results presented here. The cli-
mate change simulation has CO2 concentration in-
creased at 1% yr�1 for 70 years, by which time the CO2

concentration has reached double the control value.
The CO2 concentration is then held constant at double
the control levels and the simulation continued for at
least a further 150 yr. In the case of HadCM3 and the
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Hadley Centre Global Environmental Model version 1
(HadGEM1), we have access to 500 years of stabiliza-
tion data (the period during which CO2 is held fixed
from the initial time of CO2 doubling) that is not cur-
rently in the CMIP3 database.

The AML version of each model uses the same at-
mospheric component as the AO model, but coupled to
a simple thermodynamic mixed layer ocean model. The
AML models have been run to equilibrium with both
preindustrial and twice preindustrial CO2 concentra-
tions, and we use averages over 20 yr once equilibrium
is achieved.

We examine all the models in the CMIP3 database
that have both AO and parallel AML experiments
available and, for the AO climate change experiment,
more than 150 yr of stabilization after CO2 concentra-
tions are doubled.

The stratospherically adjusted 2 � CO2 forcing diag-
nosed at the tropopause was obtained from the CMIP3
database for each model. For most of the GCMs, short-
wave and longwave, clear-sky and all-sky components
of the forcing are available. The difference between the
all-sky and clear-sky is used to give the cloud compo-
nents of the stratosphere-adjusted forcing. For CCCma
Coupled General Circulation Model, version 3.1
(CGCM3.1) and Geophysical Fluid Dynamics Labora-
tory (GFDL) models only all-sky shortwave and long-
wave components are available, so the cloud compo-
nent is assumed to be zero when decomposed strato-
sphere-adjusted forcings are used below.

3. Evolution of effective climate sensitivity in the
CMIP3 models

The notation used in this paper follows Boer and Yu
(2003b). The signed feedback parameter (�) is given by

� �
�R� � f �

T�
, �1�

where f is the forcing imposed on the climate system, R�
is the radiative imbalance (positive downward) at the
top of the atmosphere (TOA), and T� is the transient
global-mean surface temperature response. Thus a
positive feedback (one that tends to increase T�) will
make � more positive/less negative, and vice versa.
Here � must be negative if the system is to be stable
and reach a new equilibrium in the presence of the
forcing. The effective climate sensitivity (T�eff) (Murphy
1995) is then calculated as

T�eff � �
f

�
� �

1

�R��f � � 1
T�. �2�

As noted in the introduction, there are different
methods available for calculating the forcing. The con-
ventional approach is to calculate the instantaneous ra-
diative perturbation but allowing for the rapid adjust-
ment of the stratosphere ( fstrat) (e.g., Houghton et al.
2001). This method has been used by previous studies
investigating time/state dependence of effective climate
sensitivity (e.g., SM00; Boer and Yu 2003a). However,
GW08 show that fast response processes in the tropo-
sphere that occur before the surface temperature re-
sponds can have a significant effect on R�. Fixed (sea)
surface temperature experiments have been proposed
by Hansen et al. (2002) and Shine et al. (2003) to cal-
culate this “troposphere-adjusted forcing.” A third ap-
proach, proposed by Gregory et al. (2004), is to plot R�
against T�. If the effective climate sensitivity remains
constant for the period being considered, then the data
points will lie on a straight line with gradient � [from
Eq. (1)]. Regression of the straight line to intercept
with the R� axis will give an “effective forcing,” which is

TABLE 1. List of CMIP3 models used in this study. Although the full model name is listed in this table, shortened names will be used
elsewhere in the paper. Horizontal resolution is prefixed by “T” for the triangular truncation of spectral models and “N” for half the
number of east–west points for gridpoint models (giving approximately comparable numbers). The number of atmosphere levels is
prefixed by “L.”

Model
Atmospheric

resolution Main references

CCSM3 T85 L26 Collins et al. (2006)
CGCM3.1(T47) T47 L31 http://www.cccma.bc.ec.gc.ca/models/cgcm3.shtml
ECHAM5/Max Planck Institute Ocean

Model (MPI-OM)
T63 L31 Roeckner et al. (2003)

GFDL-Climate Model version 2.0 (CM2.0) N72 L24 Delworth et al. (2006)
GISS-Model E-R (ER) N45 L20 Schmidt et al. (2006)
Model for Interdisciplinary Research on Climate 3.2,

medium-resolution version [MIROC3.2(medres)]
T42 L20 K-1 Model Developers (2004)

Met Office Unified Model (MetUM)-HadCM3 N48 L19 Pope et al. (2000); Gordon et al. (2000)
MetUM-HadGEM1 N96 L38 Martin et al. (2006); Johns et al. (2006)
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adjusted for processes happening on shorter time scales
than the first data point lying close to the regression
line. For example, if annual means are plotted for an
AML model starting from an instantaneous doubling of
CO2 and all the data points are on a straight line, then
the intercept will be an effective forcing adjusted for
fast processes that have been completed on time scales
less than 1 yr. We will denote this feff to indicate the
effective forcing that has been adjusted for all processes
acting on time scales that are short compared with the
stabilization period. This forcing adjustment will in-
clude stratospheric and tropospheric adjustment; it may
also include other relatively fast processes in the cli-
mate system such as rapid warming of the land surface.

The regression of R� against T� has been performed
on decadal-mean stabilization data for the AO models.
The intercept with the R� axis provides feff (which in-
cludes “fast” processes operating during the 70-yr 1%
yr�1 ramp to 2 � CO2). The solid line in Fig. 1a shows
an example of this regression for HadCM3. By regress-
ing clear-sky atmosphere, cloud, shortwave, and long-
wave components of R� separately, the components of
feff and � may be calculated. Following Boer and Yu
(2003b), these are denoted with subscripts A (clear-sky
atmosphere), C (cloud), S (shortwave), and L (long-
wave); for example, subscript SA indicates clear-sky
shortwave. The cloud components are calculated as a
difference between the all- and clear-sky components
(e.g., Cess et al. 1990). This convenient approach has
been widely used, but it should be borne in mind that
cloud masking of water vapor and sea/land ice means a
change in this measure of the cloud component is pos-
sible without a change in cloud (e.g., Zhang et al. 1994;
Soden et al. 2004, 2008). Since separate regressions are
calculated for � and its components, the total feff does
not exactly equal the sum of the feff components
(GW08), although the differences are small in practice.
Similar regressions have been calculated from annual
mean data for the parallel AML models in which CO2

was instantaneously doubled (these have previously
been documented by GW08). For some of the GCMs,
feff is statistically significantly different between the AO
and AML models (an issue that we will address further
in section 5); hence we use each model version’s own
feff in the subsequent analysis of the AO and AML
versions. Exceptions to this are CGCM3.1 and the God-
dard Institute for Space Studies (GISS) for which the
error range on feff from the AO regression is greater
than 0.5 W m�2 for one of the components and encom-
passes the AML feff for all components, so for these two
GCMs the AML feff is used for the AO model (the
AML regression has smaller error estimates since the
first data points are closer to the R� axis, but may be less

appropriate if the dynamical ocean is involved with the
forcing adjustment). The fstrat, feff, and effective climate
sensitivities they imply at the time of CO2 doubling,
together with the equilibrium climate sensitivity from
the AML model, are given in Table 2. As shown by
GW08, inclusion of nonstratospheric fast processes can
result in a considerable change in the adjusted forcing,
and consequently in T�eff. However, neither forcing di-
agnosis results in T�eff from the AO models being gen-
erally close to the AML T�eq (the root-mean-square dif-
ference between T�eq and T�eff is 0.7 K when using fstrat

and 0.5 K when using the best estimate of feff).
The importance of the choice of forcing for analyzing

the evolution of effective climate sensitivity is illus-
trated in Fig. 1a. The linear regression indicated by the
solid line provides a good fit to the HadCM3 stabiliza-

FIG. 1. (a) Decadal-mean data for the HadCM3 stabilization at
2 � CO2 following a 1% yr�1 CO2 ramped increase. The solid line
shows a linear regression through the data. The dotted lines link
the stratospherically adjusted forcing fstrat to every tenth data
point. (b) Time series of the signed feedback parameter (�) dur-
ing the HadGEM1, HadCM3, and HadCM2 AO model stabiliza-
tion at 2 � CO2. Gray lines use fstrat. Black lines use the forcing
calculated by the regression method ( feff). The time series have
been constructed from decadal means. The HadCM2 data be-
tween years 230 and 480 have been corrupted since the analysis of
SM00.
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tion data and suggests little change in � during the data
period. However, regression gives feff � 2.3 W m�2,
which is much less than fstrat � 3.8 W m�2. If fstrat were
used in the calculation of � at each data point, then �
would be given by the slope of the dotted lines (drawn
for every 10 data points in the figure), which can be
seen to vary with T�. The result is an apparent time
variation of � acting on centennial time scales (Fig. 1b),
whereas there is actually a rapid forcing adjustment
(largely within the ramped increase period) followed by
the feedback strength remaining roughly constant. This
can also be seen through Eq. (1): if the true forcing is f,
then R� � �T� � f. If an incorrect forcing ( fwrong)
is used for f in the diagnosis of �, Eq. (1) will give
�wrong � (�T� � f � fwrong)/T� � � � ( f � fwrong)/T�,
which implies a spurious time dependence in � as T�
changes and asymptotes to the wrong value, as shown
by Fig. 1b.

While this illustration is for the Met Office Hadley
Centre GCMs (for which we have more stabilization
data), the result is generally applicable to the CMIP3
models. Table 3 shows the multimodel mean magnitude
of the � time series gradient (and the � components)
during the first 100 yr of stabilization. For most of the
components of �, the time variation is at least twice as
large when fstrat is used rather than feff. To some extent
this may be expected since the regression derivation of
feff [which minimizes ( f � R� � �T�)2 in the mean]
differs from the adjustment to f that would minimize
the variance of � {minimize [( f � R�)/T� � �]2 in the
mean} only in the factor of T�, which is always positive
and does not vary greatly in magnitude (Fig. 2a), so
using feff tends to flatten � on average by construction.

Nevertheless, if there were a substantial genuine time
variation it would leave the time series of � with a
strongly bowed shape. Figures 2b–h indicate that this is
not the case for any of the CMIP3 models. The small
variations that can be seen (e.g., for GFDL in � and
GISS in �LC) are not significant; that is, the compo-
nents of feff are consistent within their uncertainties
with a zero gradient. We have also reanalyzed the
HadCM2 data used by SM00 and find that using feff

again leads to no significant change in � during the
stabilization period (Fig. 1b). Therefore, it appears that
there is little evolution of effective climate sensitivity in
GCMs on centennial time scales, and we suggest that
time/state dependence on this time scale indicated in
previous studies may be an artifact of using fstrat.

4. Comparison of the AO and AML feedbacks

In general, the AO and AML values of � can be seen
to be quite different in Fig. 2, implying that the radia-
tive response is affected by the simplification of the
physics in the AML models (Boer and Yu 2003c). This
largely accounts for T�eff 	 T�eq in Table 2, although
differences in feff between the AO and AML versions
of some GCMs also contribute. Fitting an exponential
curve to the AO data suggests that for most of the
GCMs, barring any millennial time-scale evolution of �
(for instance associated with temperature thresholds
that have not been reached by the AO models), the AO
will not converge to the AML values at equilibrium.

Differences between the AO and AML � occur in
both cloudy and clear sky responses. They might arise
from differences in the long time-scale response (as
proposed by Boer and Yu 2003c) and/or result from
different fast adjustment processes in the two model
versions producing differing adjusted climates (this is

TABLE 2. Forcing due to doubling CO2 ( f ) and effective climate
sensitivity at the initial time of CO2 doubling (T�eff). Results are
given for the stratosphere-adjusted forcing as submitted to
CMIP3, and using the regression method to include adjustment
from other processes. Also shown is the equilibrium climate sen-
sitivity (T�eq) from the AML model. The adjusted forcing for
CGCM3.1 and GISS are from the AML model owing to the large
uncertainty on the AO regressions. Uncertainties are 
1 standard
error from the regression. Autocorrelation has not been ac-
counted for in these uncertainty estimates.

Model
fstrat

(W m�2)
T�eff using
fstrat (K)

feff

(W m�2)
T�eff using

feff (K)
AML
T�eq(K)

CCSM3 4.0 2.1 2.9 
 0.4 2.4 
 0.5 2.7
CGCM3.1 3.3 3.0 4.0 
 0.4 2.8 
 0.4 3.4
ECHAM5 4.0 3.3 3.2 
 0.3 3.7 
 0.3 3.4
GFDL 3.5 2.1 1.7 
 0.2 3.2 
 0.2 2.9
GISS 4.1 2.3 3.8 
 0.3 2.4 
 0.3 2.7
MIROC3.2 3.1 4.4 3.2 
 0.2 4.3 
 0.3 4.0
HadCM3 3.8 3.0 2.3 
 0.1 3.8 
 0.2 3.3
HadGEM1 3.8 2.9 2.0 
 0.1 3.4 
 0.2 4.4

TABLE 3. Multimodel average magnitude of the gradient of �
and its components (W m�2 K�1 century�1) among the CMIP
AO models, calculated through regression of decadal means
during the first 100 yr of stabilization. Results are shown using
fstrat and the best estimate of feff in the calculation of �. Uncer-
tainties are root-mean-square 
1 standard errors from each of the
regressions.

Using fstrat Using feff

|d��dt| 0.132 
 0.015 0.041 
 0.011

|d�A�dt| 0.063 
 0.010 0.032 
 0.009

|d�C�dt| 0.078 
 0.014 0.029 
 0.012

|d�SA�dt| 0.028 
 0.007 0.012 
 0.007

|d�SC�dt| 0.046 
 0.015 0.034 
 0.015

|d�LA�dt| 0.069 
 0.005 0.021 
 0.004

|d�LC�dt| 0.093 
 0.007 0.031 
 0.007
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investigated in the next section). An example of the
cloud differences in the AO and AML versions of
HadCM3 is shown in Fig. 3 and will include contribu-
tions from both the forcing adjustment and longer time-

scale response. Although as a first approximation, the
responses of the AO and AML models are similar, the
inclusion of a dynamic ocean in HadCM3 causes an
increase and concentration of deep convective cloud in

FIG. 2. Time series during the AO model stabilization at 2 � CO2 for the CMIP3 models. (a) Temperature
response (T�: thick solid) and TOA imbalance (R�: dashed); T�eq from the AML models are shown by the thin
horizontal lines. (b)–(h) Difference of the signed feedback parameter (�) and its components from the respective
AML model (i.e., �AO minus �AML). The time series have been constructed from decadal averages.
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the tropical western Pacific, resulting in a strengthening
of shortwave (negative change) and longwave (positive
change) cloud radiative effect (CRE) (e.g., Cess et al.
1990) that is not present in the AML version. This is
similar to the mechanism proposed by Boer and Yu
(2003c), although in their AOGCM there is a mean El
Niño–like response resulting in differences between the
AO and AML versions over the central and eastern
tropical Pacific. There are also differences in the short-
wave CRE (SCRE) response due to more low cloud in
the AO model over parts of the Atlantic and Southern
Ocean.

The variation in �SA is likely to be dominated by the

albedo feedback from melting sea ice and snow. As
with the cloud components, in some of the GCMs (in-
cluding HadCM3) �SA is stronger in the AO simulation
than in its AML counterpart, while in others (including
HadGEM1) it is weaker (Fig. 2). HadGEM1 AML
simulates more sea ice over the Southern Ocean in the
preindustrial control than HadGEM1 AO, resulting in
more ice being available to melt in the climate change
experiment, while HadCM3 AML simulates less sea ice
there than HadCM3 AO. This highlights the impor-
tance of ocean processes on the ice coverage in the
control simulation. In these two GCMs, the same sea
ice model is used in the AO and AML versions, but

FIG. 3. HadCM3: Change in shortwave (SCRE) and longwave (LCRE) radiative effect, normalized by the
global-mean surface temperature response (W m�2 K�1). (top) AO model after 500 yr of stabilization (mean of the
final 20 yr of the simulation); (middle) AML model at equilibrium; (bottom) difference between the AO and AML
models.
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some groups have simplified the scheme in the AML
model (e.g., Kiehl et al. 2006). Consequently it cannot
be expected that the feedbacks will be the same in the
two versions and implies that AML models may be
inappropriate for analyzing the corresponding AO
model’s sea ice feedback. The cause of the differences
in �LA between the AO and AML models is unclear. It
is possible that changes in ocean circulation in the AO
model and/or differences in other feedbacks (cloud and
sea ice) result in a different latitudinal distribution of
the warming between the two versions, which affects
the magnitude of the global-mean water vapor feed-
back.

5. Mechanisms behind differences between feff and
fstrat

a. Components of the forcing adjustment

The difference between feff and fstrat represents
changes to R� occurring from adjustment processes
(other than those in the stratosphere) that operate on
time scales that are rapid compared with those of global
climate change. We will simply refer to this as “forcing
adjustment.” The forcing adjustment, together with its
radiative components, is shown for each GCM in Fig. 4.
There is little agreement in the magnitude or sign of
this forcing adjustment, either in the net or in the indi-
vidual components. Consequently, the forcing adjust-
ment processes represent a significant contribution to
the overall uncertainty in the response to an external
forcing (also noted by GW08; Lambert and Faull 2007).
The Met Office Hadley Centre models have among the
largest net forcing adjustments, and we analyze the
mechanisms responsible in these GCMs here. However,
further research is required to understand why the forc-
ing adjustment processes vary to such an extent be-
tween the CMIP3 models.

In both HadGEM1 and HadCM3, the largest com-
ponent to the forcing adjustment is in the clear-sky
longwave. An important caveat on the results in Fig. 4
is that fstrat has been calculated at the tropopause while
feff is at the TOA. It is possible that some of the clear-
sky longwave and shortwave forcing adjustment is as-
sociated with the different level of diagnosis, but the
longwave and shortwave components of such an artifact
should largely cancel (Gregory et al. 2004). Since the
forcing adjustment in LA is much larger than SA in
HadGEM1 and HadCM3, we believe that most of the
LA adjustment is a real response of the modeled cli-
mate system. The negative LA forcing adjustment is
largest in both GCMs in the Northern Hemisphere and
tropics (Fig. 5). It is also larger over land than sea
(�1.32 W m�2 versus �0.75 W m�2 in HadCM3 and

�1.94 W m�2 versus �0.87 W m�2 in HadGEM1 for
land versus sea, respectively). Extrapolation of the re-
gressed change in specific humidity change against
change in surface temperature to zero temperature
change reveals little evidence for a rapid response of
water vapor in these models. We therefore suggest that
most of the LA forcing adjustment in the Met Office
Hadley Centre models is due to a rapid warming of the
land surface and much of the free troposphere. Al-
though this initial warming of the land surface would
only cause a few tenths of a kelvin change in global-
mean temperature, the resulting increase in outgoing
longwave radiation from the Planck response of the
land and free troposphere could account for an LA
adjustment of the order of �1 W m�2. We would expect
this adjustment process to be similar in most GCMs, so
the differences in magnitude and sign of the LA forcing
adjustment in Fig. 4 indicate that other forcing adjust-
ment processes (probably involving water vapor) are
present in other models (Andrews and Forster 2008).

The magnitude of the net forcing adjustment in the
Hadley Centre models is increased beyond that due to
LA through adjustment of the cloud. In HadGEM1,
this is in the shortwave, while in HadCM3 it is in the
longwave. SM00 and GW08 both show that the change
in lapse rate resulting from the rapid warming of the
troposphere compared to the ocean surface can cause
a cloud change. To identify the types of cloud respon-
sible for the adjustment, the change in each of the
nine International Satellite Cloud Climatology Project
(ISCCP) D2 cloud types (Rossow and Schiffer 1999)
using model diagnostics from the ISCCP simulator
(Klein and Jakob 1999; Webb et al. 2001; http://gcss-
dime.giss.nasa.gov/simulator.html) has been regressed
against T� for the two Hadley Centre models (HadGEM1
is shown in Fig. 6). In HadGEM1, regressions for most
of the cloud types pass close to the origin, implying little
forcing adjustment on time scales shorter than the sta-
bilization period. However for low-top medium optical
thickness cloud there is a considerable offset. This in-
dicates a rapid increase in the amount of the cloud type
during the period of ramped CO2 increase and results
in the negative adjustment of SC. Medium thickness
low cloud is often considered to be largely composed of
stratocumulus. The initial increase in HadGEM1 is
found to mainly occur over the stratocumulus/transition
(to trade cumulus) regions on the eastern side of the
subtropical ocean basins, and over the midlatitude
oceans (particularly the Southern Ocean). Stratocumu-
lus in these regions is capped by a strong inversion,
hence the warming of the free troposphere relative to
the surface and boundary layer implies the vertical tem-
perature profile will become more stable; that is, the
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strength of the inversion will increase. Williams et al.
(2006) show that low cloud in many models is sensitive
to the local saturated stability profile, with low cloud
increasing when the profile is more stable owing to the
presence of a stronger inversion. Over the regions
where there is an initial increase in low cloud, there is
also an increase in saturated stability at the initial time
of CO2 doubling (illustrated for one region in Table 4).

During the stabilization period of the AO simulation,
the inversion strength remains constant or weakens as
the surface warms, and other processes (possibly circu-
lation changes and/or changes to the boundary layer
humidity structure) contribute to reduce the amount of
this cloud type in some locations, at a rate that is
roughly proportional to the surface temperature in-
crease. In regions where there is no inversion and, so,

FIG. 4. Comparison of feff minus fstrat (i.e., the forcing adjustment) and its component parts. Results
for each CMIP AO model are shown together with the AML versions of HadCM3 and HadGEM1.
Uncertainties are 
1 standard error from the regression; no error has been assumed for fstrat.
Autocorrelation has not been accounted for in these uncertainty estimates.
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more coupling between the boundary layer and free
troposphere (e.g., over deep convective regions), the
stability of the profile responds more linearly to global-
mean warming in HadGEM1 (Table 4); hence there is
little adjustment of other cloud types.

In HadCM3, there is a similar low cloud adjustment
affecting the same regions as HadGEM1, but also an
initial reduction in high cloud along the oceanic inter-
tropical convergence zone and over the midlatitude
oceans (not shown). Similar to the mechanism found by
SM00 for HadCM2, this suggests that the initial in-
crease in stability reduces the amount of deep convec-
tive cloud and convectively generated cirrus, providing
a negative forcing adjustment of LC and a positive forc-
ing adjustment of SC. The latter cancels the negative
SC climate adjustment due to the increase in low cloud;
hence for HadCM3 the longwave cloud adjustment
dominates in the global mean. All of the CMIP3 models
except HadGEM1 have a reasonably large negative
global-mean LC forcing adjustment, suggesting that the
initial convective cloud adjustment identified by SM00
may be common in GCMs.

b. Time scale of the forcing adjustment

The results from the CMIP3 models are based on
linear regressions through the stabilization period. On
the basis of these experiments, we can only conclude
that the forcing adjustment occurs sometime during the
70-yr ramped increase in CO2. GW08 show that most of

the forcing adjustment in the AML models is within the
first year; however, the magnitude of the AO forcing
adjustments differ from the AML forcing adjustments,
so the processes involved and their time scales may also
differ. We investigate the time scale of the forcing ad-
justment in an AO model using a HadCM3 experiment
in which CO2 is instantaneously doubled, rather than a
ramped increase. Beyond the first two to three decades
of this simulation, the linear relationship between R�
and T� follows that of the stabilization following the
ramped increase (Fig. 7a). However, during the first
couple of decades following the instantaneous doubling
of CO2, � is greater (i.e., the gradient of Fig. 7a is
steeper and T�eff is smaller) than later in the stabilization
period. This indicates that the time scale of the forcing
adjustment in HadCM3 is around two to three decades.
This forcing adjustment time scale is consistent with an
instantaneous 4 � CO2 simulation of HadCM3 (shown
in Gregory et al. 2004 as experiment 4S) that also re-
veals a larger � for the first three decades before the
data falls within a long stabilization simulation with a
lower �. The comparison of the 2 and 4 (� CO2) ex-
periments suggests that the two to three decade time
scale for the forcing adjustment is reasonably indepen-
dent of the global T�.

Most of the LA forcing adjustment is found to occur
within the first year, consistent with the establishment
of an initial land–sea contrast on this time scale (Fig.
7b) and with a similar LA forcing adjustment being
present in the AML models within the first year. Be-
yond this, the land–sea contrast reduces slightly, and
reasonably linearly, with temperature as the ocean
warms. There is some indication that the land–sea con-
trast is slightly higher for the first two decades (al-
though this is not statistically significantly different
from the linear regression), contributing to a small part
of the decadal time-scale forcing adjustment. Much of
the initial reduction in convective cloud in HadCM3 is
also found to occur within the first year, again consis-
tent with the AML results of GW08. Since the bound-
ary layer is closely coupled to the free troposphere in
deep convective regions, the amount of deep convec-
tive cloud quickly starts to increase (following the ini-
tial reduction) as the boundary layer warms.

Most of the decadal time-scale forcing adjustment is
due to SC. The change in ocean surface temperature in
some regions, particularly the eastern side of tropical
ocean basins and parts of the Southern Ocean, remains
small for the first few decades of the AO simulation.
These are the same regions as identified previously for
the low-cloud SC adjustment. The delayed ocean sur-
face temperature response is illustrated for a region of
the tropical southeast Pacific in Fig. 7c, which may be

FIG. 5. Zonal-mean difference between the LA component of
feff and fstrat for HadCM3 and HadGEM1. The plot is constructed
from averages over 20° latitude bands (regressions over smaller
regions tend to have poor signal to noise): feff:LA is obtained from
the linear regression of the mean R �LA in each latitude band
against global-mean T� using decadal means for the AO model
during stabilization. Error bars are 
1 standard error from the
regressions. Autocorrelation has not been accounted for in these
uncertainty estimates.
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regarded as a transition region between stratocumulus
and trade cumulus. Although the global-mean tempera-
ture increase for the second decade of the simulation
with instantaneous CO2 doubling is 1.9 K, the local
temperature in this region has only increased by 0.3 K.
Since the free troposphere warms reasonably homoge-
neously, the local inversion strength increases during
the first couple of decades, resulting in an increase in
low cloud and associated strengthening of the local
SCRE (Fig. 7d). Beyond the first few decades, SCRE�
either remains fairly constant (as in Fig. 7d for the

tropical southeast Pacific) or starts to reduce as the
surface warms. The AML models have a uniform mixed
layer depth and do not have a dynamic ocean. Conse-
quently, these regions do not remain anomalously cool
on decadal time scales in the AML version and, as a
result, there are significant differences between the SC
forcing adjustment in the AO and AML models (Fig.
4). Although some of the initial increase in low cloud
may be expected to diminish during stabilization, fur-
ther feedbacks resulting from the presence of the cloud
early in the simulation may contribute to T�eq not being
the same in the AO and AML models.

6. Conclusions and discussion

In a comparison of CMIP3 models undergoing stabi-
lization to doubling CO2, the use of stratospherically
adjusted forcings can be considered to produce a spu-
rious centennial time evolution of effective climate sen-
sitivity. Regression of R� against T� suggests that the
feedback components are approximately constant for
all of the GCMs, indicating little time/state dependence
on these centennial time scales. The use of climate sen-

FIG. 6. HadGEM1: Global decadal-mean change in each of the ISCCP D2 cloud types from the
ISCCP simulator plotted against the change in surface temperature (T�) for the 2 � CO2 AO
stabilization. Dashed lines show a linear regression through the data.

TABLE 4. Difference in equivalent saturated potential tempera-
ture (�es) between 700 and 1000 hPa (K) for the HadGEM1 con-
trol, at the initial time of CO2 doubling following the ramped CO2

increase, and after 500-yr stabilization (20-yr averages are used in
the latter two cases). Results are shown for a stratocumulus region
in the North Atlantic (20°–40°N, 10°–30°W) and a deep convec-
tive region over the Pacific warm pool (10°S–10°N, 130°–150°E).

Region Control At 2 � CO2

After 500-yr
stabilization

Stratocumulus 2.6 6.3 5.3
Deep convective �17.7 �19.3 �20.3
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sitivity assumes approximate proportionality between
forcing and temperature response. The lack of any evo-
lution of effective climate sensitivity during the stabili-
zation period indicates that this assumption is valid for
stabilization situations, provided that an effective forc-
ing is used that is adjusted to account for processes
acting on time scales shorter than the period under
study. This is most easily achieved by using linear re-
gression to obtain R� in the limit as T� tends to 0.

The difference between fstrat and feff represents ad-
justment of the climate system (other than in the strato-
sphere) on time scales that are rapid compared with
those of global climate change. Part of this adjustment
is likely to be due to the rapid warming of the land
surface and free troposphere relative to the ocean sur-

face. However, the forcing adjustment is complicated
by other processes such as cloud responses to the local
change in lapse rate and changes to the distribution of
water vapor. As a result, there is little agreement on the
sign or magnitude of the net forcing adjustment. In the
case of the Met Office Hadley Centre models, the larg-
est contribution is from the warming of the land surface
with a secondary contribution from an increase in low
cloud, both acting to reduce the adjusted forcing. In the
case of HadCM3, there is also a reduction of deep con-
vective cloud and cirrus. There is some indication that
a similar convective cloud adjustment may occur in
many of the GCMs.

In several GCMs, the feedback parameter, �, and its
components are found to differ between the AO ver-

FIG. 7. HadCM3: (a) Global mean R�; (b) ratio between global-mean land and sea surface tem-
perature change; (c) temperature change over the region 5°–15°S, 100°–130°W; (d) change in SCRE
over the same region. All are plotted against the global-mean temperature change. Gray data points
are decadal means for the AO model during stabilization at 2 � CO2 following the ramped increase
in CO2 [in the case of (a), these are the same data as plotted in Fig. 1a]. The dashed lines [(a), (b)]
are a linear regression through these data. Black crosses are decadal means from the AO model with
instantaneous CO2 doubling. The black diamonds are the first 10 annual means from the AO model
with instantaneous CO2 doubling [these are not shown for (c) and (d) since the signal is small
compared to the noise].
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sion undergoing stabilization and the AML version at
equilibrium. While it is possible that there are future
temperature thresholds for some of the feedbacks in
the AO models, it is unlikely that they will all closely
converge on the AML values. This difference between
the AO and AML feedbacks occurs whether the strato-
spherically adjusted forcing or that obtained from re-
gression is used. While AML models can still be useful
as part of a hierarchy of simpler models to AOGCMs
for understanding and comparing mechanisms within
the atmospheric response, it seems that they can only
quantitatively predict the equilibrium sensitivity of
their AO counterparts to within about 0.5 K (the root-
mean-square difference between the AO effective and
AML equilibrium climate sensitivities of the models
investigated).

The magnitude and time scale of the forcing adjust-
ment appears to differ between the AO and AML mod-
els. Investigations with HadCM3 reveal that the forcing
adjustment of the AO model can take a couple of de-
cades following an instantaneous increase in CO2,
whereas in the AML model the forcing adjustment is
within the first year. The two to three decade forcing
adjustment in the AO model is due to parts of the
ocean surface warming little on this time scale, resulting
in a reduced lapse rate and increase in low cloud.

It has previously been suggested that fixed (sea) sur-
face temperature experiments could be used to deter-
mine the adjusted forcing. However, owing to the de-
pendence of the forcing adjustment on the evolution of
the ocean, the resulting adjusted forcing may still be
inappropriate for stabilization of the coupled climate
system. AO experiments in which CO2 (or another
forcing agent) is instantaneously changed and run for
several decades toward equilibrium may be the most
appropriate method for determining the effective forc-
ing through the regression method. Such an experiment
may also be used to further investigate the time scale
and mechanisms of the forcing adjustment, and, if car-
ried out as part of a coordinated project, would permit
the differences in the magnitude and sign of the forcing
adjustment between GCMs to be investigated.

The importance of responses acting on different time
scales for simple energy balance models was noted by
SM00. These models are often used to predict T�eq of
GCMs for different forcings. This study indicates that
use of regressed feff and �, calculated through the ex-
perimental design proposed above, would improve the
approximation of these simple models to the GCM.

Perhaps the most significant implication of having
responses on different time scales is for the transient
climate change response to changing forcing. The re-
sponse to 2 � CO2 in Fig. 7a for HadCM3 can be ap-

proximated as T�eff being 2.9 K for the first couple of
decades following a change in forcing and thereafter
being 3.8 K (obtained from the intercept of linear re-
gression with the T� axis). If each forcing increment is
assumed to lead to independent responses, then in a
simulation of HadCM3 with CO2 increased at 1% yr�1

the 2 � CO2 effective climate sensitivity will evolve as
Fig. 8. It is not clear from Fig. 7a exactly how fast the
change between the two climate sensitivities occurs,
and the abrupt change at year 20 in Fig. 8 may be
smoothed over a couple of decades. Of course, CO2

concentrations are currently increasing in the real
world, so, on the basis of the GCM results presented
here, the linear climate sensitivity concept may be in-
appropriate for considering climate change over the
next few decades. Instead, it is probably more appro-
priate to consider responses acting on different time
scales. For example, if the HadCM3 time scales are
correct, there will be a climate adjustment occurring for
the next couple of decades from current emissions, but
there will also be longer time-scale feedbacks due to
earlier forcings. As a result, it may be difficult to sepa-
rate the responses occurring on different time scales
observationally, and estimates of equilibrium climate
sensitivity based on current climate change may be in-
accurate.

In the situation when the external forcing agent is
changing, Eq. (1) may be generalized to provide � at
time t as

� �

�R� � �
��

t

G�t � t*�
df�

dt*
dt*�

T�
, �3�

FIG. 8. Predicted evolution of 2 � CO2 T�eff in a HadCM3 simu-
lation with CO2 increased at 1% yr�1 throughout (solid) and with
CO2 concentrations held fixed at 2 � CO2 after 70 yr (dashed),
assuming independent responses to annual forcing increments.
This is based on T�eff obtained from Fig. 7a for the first 20 yr vs the
remaining stabilization period.
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where G is a response function equal to the ratio of the
forcing effective after a finite time to the eventual value
f. The integral gives the total forcing active at time t
due to emissions (or other imposed changes) at all pre-
vious times t*. In HadCM3, if the forcing agent be-
comes fixed, then G will become 1 after a couple of
decades (tadj). If there are no subsequent variations in
response, then the integral will remain constant, pro-
viding a useful separation of forcing and feedback for
time scales beyond tadj. Since the forcing adjustment
will be relatively more important to the overall re-
sponse when the forcing is changing than during a pe-
riod of stabilization, understanding the differing cli-
mate adjustments among GCMs should be a priority for
reducing uncertainty in model predictions of twenty-
first-century climate change.
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