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Abstract:

By analyzing a number ofevy high resolution, nonydrostatic &periments of baroclinic life-
cycles, we came to the conclusion that the intensity of the neacsuréroclinic deslopment
influences the uppeniel wave to such amxaent that it could produceyclonic or antigclonic
wave breaking. Since the final jet position is equaswdior polevard, the position depends on
whetherthewavesbreakcyclonically or anticyclonically respectrely. Thelow-level baroclinicity
plays a ery important role in the outcome of them# and feedback to the mean circulation.
Usingashallov-watermodelwe testthe hypothesighattheintensityof theeddyforcing from the
lower-layersof theatmosphereanhave aprofoundeffectonthedisturbancesf theupperlayers.

From thesex@eriments we conclude that:

For weak intensities, the strondegftive beta asymmetries due to the earth sphericity produce
antigyclonic wave breakinganda poleward shift of thezonaljet will occur For moderatdorcing,
antigyclonic wave breaking occurs and consequerdly before, a pohard shift of the zonal jet
will occur However, thereis animportantdistinctionbetweernweakandmoderatdorcing. In the
latter case, the eddy ant@onic centers areery intense. The influence of theawntig/clones
produces a difluence field that will strain tlyelonic vortex along the S\WWNE direction. Conse-
guently the meridional erticity flux, v'(’, is positve in the north and gative in the south. This
procesdastwo effects:thinningthe cycloneandproducingpositive vorticity fluxesonthenorth,
negative fluxes on the south and wing the jet poleard. By increasing the forcing, thgotone
centers become considerably more intense than thg@aties (CVC) and theare able to
deformandthin theantig/clones thusmoving the jet equatorvard. This transitionis very abrupt;

above a threshold amplitude, the lifgate bifurcates to ayclonic wave breaking.

Theimplicationsfor stormtrackvariability arequitedirect.In normalyears attheentranceof the
stormtrackintensebaroclinicityproducesCVC’s with aslight shift of thejet equatorvard. At the
last half of the storm track, due to much weralaroclinicity antig/clonic wave breaking occurs

(AVC’s) displacing the jet paleard. The eddies at the entrance of the storm trasdaje from



the baroclinicity of the sub-tropical jet. dastream fluxing and weak surbice baroclinicity
make the upper kel waves more aloft and barotropic by the middle of the storm track. These
waves normally break antrclonically enhancing the sub-polar eddyven jet. In the \@arm
phaseof ENSO,morebaroclinicity (andsubtropicamoistureflux) is presentn theeasterrPacific
Ocean. This enhanced baroclinicity could support more €U¥the eastern basin, maintaining

the subtropical jet further east.

1. Introduction.

Thelife-cycle of barocliniceddiesdependgreatlyon thecharacteristicef thelarge scaleflow in
whichthey evolve and,in largepart,areresponsibléor modifying the characteristicef themean
circulation.In thenorthernhemispherehe Pacific andAtlantic stormtracksoriginatein thevicin-

ity of the stationary troughsver the western part of the respeetoceans and terminate near a
stationary ridge wer the west coast of North America aneioEurope. The storm tracks lie
downstream and slightly poMard of the ertical and horizontal shear zones associated with the
guasi-permanent jet streamgeo Japan andver the east coast of North America. Considerable
differences in enronmental conditions are obsed/along the storm tracks. In particyli@cus-
sing on the Bcific storm track neeals that the position, intensity and shape of the local zonal
wind, temperature and moisturevedaige deiations along the track, from the entrance to the
exit. For the most part, these modifications are the product of the mixing action produced by the
barocliniceddieshemseles.Largedifferencesareobsereddueto theinter-annualvariability of

the storm-tracksthe diferent behaiors of the baroclinic eddy lifeycles are partly responsible
for those changes (Lau 1985; Held et al 1989; Orlanski 1998). Fignk shechematic of the

winter westerly jet axiswer the Rcific Ocean for climatology and thedwhases of the ENSO

cycle.

Weather patterns fole approximately the same trajectories as the jet axis along the storm track.
In order to describe the characteristics of the Jatetual \ariability, let us first gamine the nor-
mal years. The lge zonal ariability is associated with a quasi-stationary trough in the first half

of the storm track\er the westerndific and a ridgever the second half in the eastern part of
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Fig 1. Schematic diagram of theiMér Jet axis wer the Rcific Ocean
for the ENSO phases and normal years.

the basin. The subtropical jeter Japan at the entrance of the storm track is deflectedgydle
overtheeasterrPacific. In theENSOwarmphasetheentrancdroughis slightly wealer asis the
ridge at the termination of the storm traboreover, the jet seems to split into a subtropical and
polevardjet over theeasterrPacific. As aresult,thestormtracksaremoreelongatedthusproduc-
ing more systems in theanm phase that enter the US from the southwest rather than from the
northwest which is the case in normal years. In the ENSO cold phase, the eastern ridge is
enhanced; consequenttite storm track is further deflected paded (Orlanski, 1998). The
wealening of the trough and ridge in theasn e/ents is consistent with the well kmo PNA

height response of the ENS§xcte (Horel and \allace 1981). Evidence of the connections
between the tropics andteatropics occurring on longer time scales has beewikiior mary

years For thelasttwo decadesheinfluenceof tropicalheatingon theextratropicalcirculationhas
been widely imesticgated by a number of obsational and modelling studies yrew article,

Trenberth et al 1998). Mgrof these studies stwthat heat anomalies Bkthose seen in the



equatorial SST during the ENS®cte can be, through ceection and subsidence, a source of
Rossby vaves. These anomalies can produce a train of Rosalmswhat tend to propate
throughanequatorialwesterlyductin the uppertropospher@andproducea responseatternsimi-

lar to that of the &cific and North America pattern (RN(Hoskins and Karoly (1981) andal-

ster (1981)). fenberth, et al (1998) points out that the climatological stationary planetaeg w
andassociategket streamgspeciallyin the northernhemispherecanmake thetotal Rossbywave
sources sonvghat insensitie to the position of the tropical heating that induced theny @lse

point out that a number o&étors influence the dispersion and prateg of Rossby aves

through the atmosphere, including zonal asymmetries in the climatological state, transients, and
baroclinicandnonlineareffectsthatcanamplify theteleconectiomesponsetHowever, theinvesti-
gation of the role of thex¢ratropical circulation on the tropical atmosphere and the interannual
variability of the interaction has been limited and is not fully understood. A number of issues
remain to be answered concerning the midlatitude response to tropical forcing that the quasi-lin-
earexplanationof the PNA responséo equatoriaheatinghasnot beenableto explain (Trenberth

etal 1998).We will limit ourdiscussiorio afeaturethathasnotbeenwell documente@ndthatis

the efect of the midlatitude high frequencies in the winter storm track being able to amplify the
signal of the teleconectionoFinstance, the splitting jet obsed/in warm events is not a station-
ary feature, bt rather has scales of weeks, shifting from being a subtropical to a subpolar jet in
the easternd&ific. A stationary heatingver the tropics could not mimic such a transient
response. Heever, it would be feasible to think that theet of baroclinic eddies can indeed
producesuchbehaior. It is well acceptedhatthe meanmeridionalcirculationin theextratropics,

the Farrel Cell, is eddy dven. The zonalariability hovever, could be controlled as well by the
action of transient eddies; this issue has not been well understood and we will try to clarify it in

this paper

There is mountingwdence based on studies of idealized simulations and analysis of the obser-
vations, that baroclinic eddies play ery important role in shaping the quasi-stationary circula-
tion (Held et al 1989; Hoskins anéMes 1990; Nakamura et al 1997; Orlanski 1998). In

particular Orlanski (1998) found that baroclinic eddies® a gclonic forcing at the western



poleward side of the &ific storm track and antisclonic forcing at the eastern equatard side
of the storm track. This forcing is consistent with the trough-ridge system that characterizes the

winter conditions at the entrance amit ef the storm track.

Theatmospherexhibits a vastrangeof cyclonic behaior on variousspaceandtime scalesThe
most &treme cases can be summarized w bioey grov and decayThe classical picture of
cyclone deelopment by sudce baroclinicity of the efronment has beenxeended to include
very common obseed cases of gwath by fluxing enagy from a system upstream. This process
is knavn as “davnstream baroclinic delopment” (Simmons and Hoskins, 1979, Orlanski and
Katzfey, 1991).Downstreambaroclinicdevelopmenicanproducewave pacletsthatareoccasion-
ally obsenredin theatmosphericirculation(LeeandHeld, 1993,Chang,1993,BerberyandVera,
1996 among others). The lifgiade of baroclinic eddies could terminate by fluxing ggdp a
systemdownstreanor by moreviolentwave breakingby nonlinearcritical layerabsorptioror by
other means. Although some eddy lifeles require the interaction of mamodes, particularly
those characterized bywnostream deelopment (Orlanski and Gross 2000), most of our under-
standing of the eddy lifeycle has emged from studiesxamining normal modes in zonally
symmetrigets.Nonlinearlife cycle experimentausingthefastergrowing linearbaroclinicnormal
modes on a realistic basic zonaliflexhibit mary of the characteristics of obsexymid latitude
storms (e.g. Simmons and Hoskins 1978, 1980; Balasubramanian and Garner 1997 a,b among
others). Obsemntional studies he concluded that the basic structure of mid latitude baroclinic
eddies are indeecewy similar to those of nonlinear baroclinic normal modes (Lim aatidde
1991; Chang 1993).

An intriguing possibility concerning the mechanism for baroclinic normal modes to desay w
presentedy SimmonsandHoskins1980andThorncroftetal 1993 (hereaftelHM). They found
two canonicaktage®f wave breakingL.C1 andLC2. LC1 is theclassicapicturethey describeof
nonlinearcritical layerabsorptiorin whichthewave breaksanticyclonically. In thelaterstageof
thewave, theupperlevel troughis beingthinnedby the effectsof the anticyclonethatadwectsthe

temperature south-wesand. T0 quote the authors “The whole process isxample of what



might be called equatoawd Rossby wave breaking by analogy with the more common cases of
planetary scale Rossbyave breaking in the wintertime middle stratosphere” (e.g Clough et al
1985,Mclintyre andPalmer1984).LC2, ontheotherhand,grows in amannersimilarto LC1 but
what is remarkable is the completelyfelient way the latter eolves. In the LC2 case, the
cyclonic wrap up on the polar side of the jet, which also occurred early in LC1, continues to
expandto amuchlargerscaleandnever breaksantigyclonically. LC2 decaysvery slowly whereas
LC1 zonalizesrery fast.ConsequentlyC2 is left with arobustcycloneandanundulatedPv pat-

tern for a ery long time.

Although THM does not present a clear discussion on the edtkesiraf the mean circulation,
they do discuss the possibility that a storm track coulelether type ofyclone deelopment.
In bothcaseghecyclonesstartonthepolarsideof thejet. As they evolve, LC1 shiftssouthof the
jet continuallythinningdueto theantigyclonic shearOntheotherhand LC2 remaingpolevardof
the jet axis. Actuallyin THM, Fig. 3 shws the initial and end profiles of the zonal jet for both
casesWe canvery clearlyseealargeshiftin latitudinalpositionof thejetin bothcasesL.C1 ends
up with a jet polevard of the initial position and LC2 has a jet slightly sowtdhof the initial
position. THM usedtwo differentinitial jetsin orderto obtainthesetwo differentevolutions(LC1
andLC2). A barotropiccyclonic sheawasaddedn LC2 to modify thepositionof theupperlevel
critical layers and the intensity of the ixdaf refraction. That w&s the basic contention of their

conclusion needed txplain the diferent beheiors of LC1 and LC2.

TheseresultsraisesomeinterestingguestionsFor example,canthefrequentoccurrencef either
of these tw canonical statesyclonic and antigclonic wave breaking) be the cause for tregiv
ability of the storm track (as sWwa in Fig 1)? Is it possible to "@ more types of LC1 in the nor-
mal or cold phase®f ENSOthatshift thejet axispolevardor moreLC2 typesin thewarmphase
thatcouldexplaintheshift to the southOrlanski(1998)analyzedhe Pacific stormtrackfor aten
year period, 1980 to 1990, that includes NSO gcles. It was found that although the posi-
tions of the entrance jets were similar in these pwriods, the baroclinicityxeended more east-

wardin El Nino years.Thereis apossibilitythen,thatthe environmentalconditionscouldsupport



either of the life-gcles (LC1 and/or LC2). In order to answer these questimesagdoaroclinic
life cycle experimentsvereperformedIn thenext sectionwe will briefly discusghethreedimen-
sionalsimulationsof barocliniclife cyclesfor avarietyof basicstatesIn section3, we presenthe
forced shallar water global model used for a number of uppeelléfe cycle simulations. The
resultsof the globalwavenumber7 responsédor differentforcing parametersvill be presentedn
sectiond. Globalwave numberss, 6, 7 and8 areexaminedin section5. Thesummaryanddiscus-

sion will be presented in section 6.

2. Three-dimensional simulations of baroclinic life cycles

Solutions were obtained by imgeating the nonydrostatic, fully compressible ZBNC! model
(anearlyversionof themodelis describedn Gross,1997)with very highresolution(5 km and10
km in themiddle of the channellanddifferentinitial stateghatportraydifferentstormtrackerwvi-
ronmentsFourteenexperimentshave beendesignedo useprofilesfor adiversityof jet configura-
tions, wide and narw jets with strong and wealextical shears, in dry and moist atmospheric
conditions Analysesof thesebarocliniclife-cycle simulationswill be publishedelsavherebut let

us summarize some of the resultsvaftd to this discussion.

Fig 2 shavsthe zonalmeanjet andeddykinetic enegy after 13 daysof the evolution of thebaro-

clinic eddies, for both dry and moist conditions. Fig 2a, corresponds to the dry case and Fig 2b is
for the moist emronment. Since the initial moisture diswion was concentrated in thewdati-

tudes, both dry and moist solutionsédahe same delopment for the first fe days. The dfer-

ences in the zonal jet for both cases after 13 days is quite remarkable. The dry solution has the
final jet displacedo thenorth(50°N) of theinitial position(45°N), whereaghemoistsolutionhas

it to the south (38\). The maximum eddy kinetic emgris located south of the jet maximum in
thedry caseandto thenorthin themoistcaseThisis very similarto thatfoundby THM (theirfig
3) for the LC1 and LC2wlution.

1. The ZETANC model deeloped at GFDL by Ste Garneris a high resolution, nonytrostatic, fully
compressible model of hemispherident (see wwvgfdl.noaa.ga/~io/Bubble.html)



Zonal Mean Flow and Eddy Kinelic Enengy

Day = 13

Fig 2. Cross-section of zonal meanflicolor bands) and eddy kinetic eggi(black contours
day=13 for the three-dimensional high resolution ngdrbstatic simulations. a) Dry atmosj
and b) Moist atmosphere. The solutions run for 15 days and both dry and moist cases i
with the same initial conditions of basic state and perturbationgeldq in the moist case tf
is a moisture distrilstion only in the tropical latitudes.

A clearer description of the tim@aution of the zonal jet for these evgolutions can be seen in
Fig 3. The solutions correspond to a initial jet with & @itude width and a maximum wind

speed of 70m/s (namojet with strong ertical shear). Fig 3a stws the golution of the zonal

mean jet (8000 m) and the eddy kinetic ggewer its life-g/cle for the dry atmosphere and Fig



Zonal Mean Wind and Eddy Kinetic Energy
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Fig 3. Ewlution of the zonal mean fio(color bands) and eddy kinetic eggi(black contours

fOE tsr21e solutions shwn in Fig 2. at z=8000 m. The contour int@ref eddy kinetic engpy is 2(
m</s°.

3b for a moist atmosphere with otherwise identical conditions. The solutions correspond to a sin-
gle wave number (m=7). Asxpected the moist solution is more agetic than the dry one. The

first four days are practically identical. Since the moisture digioib is lager in lov latitudes

and practically decays teexy lov values by 50N, active covection tales place only after the
frontal system associated with theme has adected enough moisture to the middle latitudes to
make a substantial departure from thvelation of the dry vave. Clearly by the end of the life-
cycle,thedry jetis locatedpolevardof its initial positionwhereaghemoistsolutionjetis located

a fawv deggrees southerd of its initial position.
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These results va strong similarities with the LC1 for theadution of the dry case and the LC2
evolutionwith themoistcase However, theresultsseento contradictTHM conclusionghatboth
life-cycles were dierent because the characteristics of the uppet iedex of refraction and
critical layerin their studyweredistinctly different.In this casethe dry andmoistsolutionshave
started with the same uppevé¢ distritutions. It also seems to dispeothe suggestion by Bala-
subramanian and Garner 1997a that thiedihce in life-gcles was connected to the initial nor-
mal mode structure. Both dry and moist solutions are initi@ty gimilar in structure and the
zonal flav characteristics are identical. In these tvases the baroclinicity in the later part of the
life-cycle is diferent due to the adetion of moisture by theave. The moist case being more
intense, could breakyclonically whereas the weakdry case breaks antatonically. These
results are confirmed by most of the other solutions that we analyzed. Cases with the same baro-
clinicity, evenin adry atmosphereanchangdrom anLC1 evolutionto anLC2 evolution by only
removing thesurfacedrag.Withoutsurfacedrag,for strongshearsthedry solutionscouldbevery
cyclogenticallyintenseandalsocoulddisplacethe jet southvardsimilar to themoistcase Onthe
other hand, weak sheange@ without surdice drag similar to that used by THMydm®p as an
LC1. Our contention then is that it is the intensity of tiveclolevel wave that will determine the
outcome of the uppervel wave; if it is very intense, the uppenel will break gclonically

whereas for a weak system, it will break antgclonically.

We hare reduced the problem to ary simple questiohCould the intensity of the loweniel
eddies determine the outcome of the uppegl lfow?” To uneguocally answer this question ,
we used a shalowater model to simulate theaution of lage amplitude upper Vel waves. If
themodelis forcedto simulatethe stretchingoroducedy thelower level waves, it shouldbeable

to shav under which conditions theawes so generated could breaklonically or antigcloni-
cally. For a rele@ant simulation of thewlution of the upper kel wave with a shallew water
model,we shouldfirstinspectthedistribution of the heightof anisentropicsurface(300K, seeFig
Al) for the 3-D simulations discussed yimisly. This isentrope @as selected because it is char-
acteristicof theseparatiometweerthelowerandtheupperatmospher¢éaroundz~5000mts)This

solution correspond to the moist baroclinic solution (see Fig 2b and Fig3b). Also, the potential
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vorticity for that surdce and theartical aeraged relatie vorticity anomaly (with respect to the
zonal mean) between owevels (5km-10km) are sk in Fig Al. Note the ave-like shape of
the anomaly height (300K) has an amplitude close to 2000 m., whereas the patetitity} is

shaving signsof theupperwave rolling up. Also, it is worth notingthelargeamplitudeof thever-
tically averagedelative vorticity anomalywith amaximumcloseto 1.75x10% s andaminimum

of -0.75x10% s'1; thesedifferencebetweercyclonic andanticyclonic vorticitieswill bemorerele-

vant when discussing theaution of the shalle water model solutions.

3. A Global Shallow Water Model?

3.a The 1-1/2 layer ShallowWater Model EM1_1/9).

The Global Shallov WaterModel is a versatilespectraimodelwith atraceroptionidealfor simu-
lating the global circulation where aneorder model is justified. Since the model is spectral (tri-
angular truncation), the prognostiariables are: relate \orticity, divergence and height. The
momentum equations from which therticity and dvergence equations were dexd are shan

eq. A4-A8. The model consas the potentialorticity, and is:;

_ U\, @ t)+2Qsin(p)
V= Ghh e ) —gh (h .0 -

where( is the relatie \orticity, 2Qsingis the Coriolis parameteg’ is the reduced gvity, h is
the height of the dynamic layemndhy is the height of the lwer layer where the forcing is
applied. V¢ are using te versions of the shalowater model and presenting corresponding
solutions whose characteristics we describe in the Appendix. The first one is the slz#o
model(hereafteiSM;_4,9) shovnin Fig A2 (b). Theforcing hs (h2in eqA10) is aprescribedunc-

tion of space and time that tends to mimic the stretchiiegtefdue to the unstablener level
wave (eq All) as shen in Fig Al.

1. TheFlexible Model System(FMS) offersthe Global Shallav Watermodeldevelopedby IsaacHeld (see
www.gfdl.noaa.go)
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he = h¢(9) + A()h,, 3.2

(U(0) ) if U(p)—c=20
_ ¢)—=¢C
hW = W(UO—_C)COS(mO()\—Ct))

and hy=0 it U(g)—c<0

Thefirst RHStermof 3.2 representa meanslopeof thelowerinterface(seeAppendix). Thesec-
ondtermis the prescribedvave forcing thatmimicsthebaroclinicevolution from thelower layer.
As 3.2 indicateshw is given as a disturbance that propteg in the zonal direction with phase

speedc and wavenumbeim. The latitudinal ariation is the same as the zonal jet profilg;is

different than zero only in theg®n where the jet is lger than ¢ (simulates the confinement by
the critical layers). The amplitude that modulates teeeworcing A(t) and, in simple terms, rep-

resents the timevelution of the laver level wave is:

t t
At) = %EEZGXPD—D—%?E 3.3

The maximum glue of A¢=t, ) = ™.

Then prescribing thexpressiorhy from e.q 3.2 in the thickness equation:

oh
@+hD-V = ——f+D-th+vA”h 3.4
dt ot

The first two RHS terms pnade the forcing for the SM; o model and the last term is theger

diffusivity which for this case we use either n=4 or 8 wtfihour Pv conseration is a nice

13



property of SM_1,». Although we are adding mass sources and sinks from 3.2, there is not a net
mass added to the system; if it were, Pv should still be catseere is hoever a serious
drawvbackof this forcing to simulatethe evolution of anunstableupperlevel wave; for weakforc-

ing the solutionsarequiterealisticandwell behared. However sinceour interestis to explorethe
evolution of the vaves in a highly nonlinear game, hy in SM;_4»is like imposing a corruged
bottomtopograply. Thereforejn orderto have alargewave responsetheimposedorcing should

have largeamplitudesConsequentlyRossbywave radiationandnon-geostrophidynamicamake

the response uncontrollable (see Appendix for more discussion). A sirapbgion of this

forced model can render more controllable solutions when generatiedfilsite amplitude

Wwaves.

3.b Shallow Water Model (SM)
The model SM as sk in Fig A2 c. is ery similar to SM_;,,with an important dierence.

Equations (eq. A4-A8) are the same in both models; the orféretiice is in the treatment of the
forcing in eq 3.4. Instead of the SM), forcing in eq 3.4, SM has a W&nian restoration of the
perturbation heightt’ to the height of the ave forcingh,,, (eq 3.2). Similar mass sourcesba
beenintroducedn studieson stratospheridynamicqPolvanietal. 1995,SobelandPlumhb 1999,
among others).

The SM height equation with the W#nian restoration is:

dh . - _i T n
G +ho V = TRA(t)(h h,) +VvATh 35

The first term on the RHS is the W®nian restoration df’ the deiation of the instantaneous
zonal mearh. e used hoursfor the restoration time constary. Restoring the perturbation
height to k), has the desirablefett of producing a ave that is ery similar to the upper el

waves &en in strong baroclinic ¢elopments. Since the initial d@opment of baroclinic insta-
bility requires that the upper andier wave disturbances should be phase-taKorcing SM

with this kind of restoration term seems to mimic the phase-locking proesswe&ll. The solu-
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tionsof SM do notseemto producestrongRossbywave radiationin theinitial periodof develop-
ment as in SN/ (see discussion and Fig A3 in the Appendix)weeer, this model also has a
majorlimitation. Therestoratiortermin eq.3.5 canbeasourceor asink of Pv. We estimatedhe
amount of Pv in the solutions and thosdéues tend to be small, only avi@ercent of either the
meridional adection of Pv or the giergence of meridional Pv flux, (see Sobel and Plumb 1999,
for a thorough discussion on the relation of mass souraethi&k one and Pv in shalovater
models). V& are confident about the rminess of these solutions. Similagirees that will be
discussed in the folleing sections were also found with other models; i.e, the full 3-D simula-

tions, the SM_;,,and simple barotropic modelsoiRhis reason, we chose to present thik bf

the results obtained with SM; Wwever, similar solutions from S, ,,also will be shan.

The initial jet used for this study is similar to that used by Simmons and Hoskins (1980), THM

and our wide jet in the 3-dimensional simulations (section 2), anden Qy:

: . 2.3
U(g) = Ugysin(msin(e) ) 3.4

We testeddifferentparameterangedor the phasevelocities,valuesof t;  andvaluesof U,. We
foundthatthe behaior of the solutionsis qualitatvely thesameall arevery sensitve to theforc-
ing amplitudew, the wave numbem andc, but less sensite to the alues of the other parame-
ters. The walues of the forcing coftients are:

oU= 40m/s

Lgt= 4 days

m=8, 7, 6 and 5.

W (in meterswill beusedastheforcing amplitudefor therestof the paper Fig 4 shovs the max-
imum value of the areavaraged eddy kinetic erggr (Eke) as a function of dérent \alues ofc
wave numbem, for different constariV’s. For a gvenm, the \ariation of Ele withc is similiar
for different \alues ofW; the lager theW, the higher thealues of Ek will be. Havever, the

maximumvalueof Ekeis obtainedfor the samec r egardlesf thevalueof theforcingamplitude
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W. The \alue ofc that maximizes the Ekdepends on the initial jet profile and in particular the
meridional &tension of the forcing that is proportionallec. Although one is tempted to con-
sideronly thosecaseswith thevalueof c thatmaximizesheresponsethatwould not necessarily
be justified. This is because the baroclinavevevolution that these simulations try to portray

may not propaate with this optimal alue ofc.
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Fig 4. Eddy kinetic engy response for four ddrent wave numbers (m=>5,6,7 and 8) as a fur
tion of the forcing phase speed for the SM solutions.

The relatve vorticity response as a function of the forcing amplitude isvahia Fig 5 for m=7
and a constant c=24 m/s (the optimal ¢ for m=7). In this figuepair of cures are shan for
eachof thefive forcing amplitudesthe cyclonic vorticity maximumandthe anticyclonic vorticity
minimum. Notice that for a weak forcing (269 m) the pesiand ngative \orticity have a sym-
metric e/olution. Havever, for a stronger forcing, the system becomes more asymmetric; the
cyclonic worticity becomes more intense reachiadues a fe times lager than the Coriolis fre-
gueng (six timesthe Coriolis parameteim thestrongeiforcing). Theantigyclonicvorticity onthe
other hand, keels of at approximately -f, or the absoluterticity at zero. Later we will see that

these strong asymmetries between gfeonic and antigclonic esolution are of paramount
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Fig 5. Ewlution of the maximum posite and minimum rgative vorticity response for m=7,
c=24m/s at dierent forcing amplitudes.
importance in the diérent wave esolutions. Let us start our discussion for the responseaaé w
number m= 7, the same awe number used in the three-dimensional simulatiowsho Fig 2

and 3.

4. \Wave number 7.

4.a Potential Vorticity

The potential orticity for 3, 6, 8 and 16 days in the lifgate of the vave is shavn in Fig 6. The
forcing (269 m) is weak and theadution is \ery similar to a classical baroclinic normal mode
decay The blue lines, for reference, are the linear critical layers due to the basitHbwave
trough tends to gm and tilt in the NE-SW direction; as it becomes thinned by theyaiditic
shearof thebasicflow, it tendsto move westaroundthe anticyclone.Finally, with the hyperdiffu-

sionandreabsorbingn the high Pvareanorthof thejet, theflow zonalizedwith a slightdisplace-

mentof 2° to thenorth. The entiresolutionseemsveakly non-linearandthe wave breakingcould

have been classified as arnytitonic, similar to that described for stratospheric Rossiesvthat
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Potential Vorficity contours me7, W=289m

Fig 6. Potential @rticity contours at four digérent times for the response of a weak forcing
m=7 and c=24m/s. Only 100 giees in longitude and 82.5gtees in latitude are siva. The
dashed lines mark the dxeritical layers.

propagte equatorard and are absorbed by a critical layer (Clough et al 1985, Mclintyre and
Palmer 1984, THM).

Fig 7 shavs the Pv response to fdifent forcing amplitudes at a time when the response had
attained approximately the maximum amplitude (Fig 5). Fig Avstzoremarkable shift from

antigyclonicwave breakingto cyclonicwave breaking.Thefinal responsafter16 daysis notonly
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Potential Voricity for different amplifede of the forcing al t=6 days in the life cycle m=7
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Fig 7. Potential erticity contours for four dferent forcing amplitudes at day =6. The sanggore
as in Fig 6 is shan. The solutions of the wpper graphs (W=441m and W=617m) break an
cyclonically, whereas the tavin the laver graphs (W=706m and W= 793m) bregklonically
(m=7, c=24ml/s).

remarkabldut dynamicallyrich. By contrastthetwo weakforcing casesonalizedo aflow that

has been displaced puwlard of the original jet. The twstronger cases produce a jet south of the
initial position and maintain the propatgon of strong yclonic vortices (like modons). It seems
clear that the mechanism acting on the LC1 and LC2 Vif¢es is also operating in these solu-
tions, insoér as these are realistic portraits of thelaion of upper leel baroclinic vave devel-

opment.

19



4. B. Asymmetries between cyclonic and anticyclonic development.

There are a {8 mechanisms the can break the symmetryyolonic and antigclonic develop-
ment (Fig 5). Br instance, the stretching term being proportional to the absalriteity will
produce more intensgdones than antyclones. This is perhaps the majorfe&iiénce between
guasi-geostrophic dynamics that produce symmetric centers with the \wiggtiations onen
semi-geostrophic dynamics that include the full stretching term (Hoskins 1971). The asymmetry
between gclonic and antigclonic vorticity generations is due to thect that gren the same
amountof corvergenceanddivergencejn principledueto massconseration,theabsolutevortic-
ity andconsequentlyhestretchingermwill belargerfor positive relative vorticity (wewill argue
later for slight asymmetries in thevdigence centers due to the sphericity of the earth). Fig 5
shavs the maximum and minimunosticity generated in thevie experiments. It is clear that at
the bginning, small amplitudes, both posdiand ngative, grav similarly; this is particularly
true for small forcing (e.g. W=269 m). iWever, for stronger forcing, as both centers (pwgsiti
and negative) graw, the asymmetry becomes important. At the point when the absoltitgty
and Pv is zero, the stretching term will be z€ro-{) and negative vorticity can not grav further
negative dueto stretching.This meanghatwherethecyclonic centerscould continueto grow, the
antig/clones reach a saturatiowéd where no further guath is possible by this mechanism.
Actually, evenif otherforcing couldgenerate morenegative vorticity, thiswould make theabso-
lute worticity less than zero andowld allov for an inertial instability that could equilibrate the

minimum \ortictiy to the local f or the absoluteorticity close to zero.

A word onthe positive vortictiy, the maximumfor strongforcing exceedst or 5 timesthelocalf.

It seems ratherxeessve, havever these &lues hae been reached in the high resolution baro-
clinic simulations discussed in Section 2. Note that because the circulation arowadhe ¢
shouldbethesameasthataroundtheantic/clonecenterthe casen whichthepositive vorticity is
much lager than the magnitude of thegaéve \ortictiy, the gclone area will be proportionally
smaller than the anticlone (see Fig. 6). The bahar of the gclonic centers for most of the

solutions tends to gwoand decay in time. Heever, solutions lile W=706m and, to someatent
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but different, W=617m (as we will discuss in a feliog section) hee reached an equilibration
with their ewironment that can sustain these centers quite permaniesitlys first describe wh

weak forcing seems to be biasedand antigclonic wave breaking.

4. C. Anticyclonic wave breaking for weak forcing.

A number of studies attempted to discuss thierihce in vave breaking for baroclinic awes in
cartesian (gclonic wave breaking) or spherical (angonic wave breaking) geometries (Whi-
takerandSrnyder(1993),BalsubramaniaandGarnerl997a, b). WhitakerandSnyder(1993)use
arguments based on aavayer simulation of nonlinear baroclinicvé¢opment. The meridional
displacement ofyrlones and antjclones tends to strengthen the antiones and weadn the
cyclone in spherical geometryhey suggested that the asymmetrgsaproduced by the metric
termsassociateavith the variationin lengthratherthanthe cunatureof thelatitudecirclesin the
nonlinear stage of theawe. Balsubramanian and Garner (1997 a), on the other hand, proposed
that the asymmetry & due to thealct that the normal modes in Cartesian and spherical geome-

tries are diferent and could determine their finalfdient eolutions.

Ourresultscannottotally supporteitherassumptionAs we have shavn in thethree-dimensional
initial value simulations, the dry and moist solutiongehdne samewwlution for the initial peri-
ods (fev days) and then as nonlinearity égkplace, thedepart in theirelution. Morewer, our
forcing in the shallew water model that portrays thdesfts of lav level baroclinic deelopment
hassomeunrealisticfeaturesTheforcing hasthe maximumandminimumdivergenceatthesame
latitude, whereas in a true barocliniew®, due to the poleard heat flugs, the maximum and
minimum dvergence are meridionally displaced as requirechtmlate the Whitaér and Syder

(1993) suggestion. The basic state in this model égsasymmetric ééctive beta (P\y) due to

the metric term in theorticity shavn in Fig 8. It is considerably higher in the southern latitudes
(~=30N) than at the poleard latitudes (~60N). The symmetric shape of the jetvehn Fig 8,
(U()-C), will be the same as the shape of the eddy forcing (Eq. 3.3). It seems then that in the

neighborhood of the critical layers, @{C ~ 0, the disturbances will feel the influence of the
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effective beta,thatbeinghigheronthesoutherrcritical layerwill producemorewestwardtenden-
ciesrelative to thenorth. This effect, for weakdisturbancesyill tilt theeddieSNE-SWasseenn

the wave evolution in Fig 6. 6r completeness of gument, the meridional gradient of (P if

in a cartesian system (without the metric term in ticity and linear ariation off with lati-
tude)is plottedin Fig 8. The effective betafor the cartesiargeometryshavs anoppositeasymme-

try to thatof (Pv)(p. Following the previousagumentthedisturbances thesecaseswill tilt NW-

SE with a possibleyclonic wave breaking. The dérence in the structure of the normal modes
already may contain the asymmetry of tHeaive beta, whichdvors the Balsubramanian and
Garner (1997 a) suggestion for weakelepments. Haever, for strong deelopments there is a
complete redistribtion of Pv due to the lge amplitude attained by the eddies and quasi-linear

arguments may not slide.
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Fig 8. The meridional Pv gradient of the basic state, the profile of U-c and the meridional Pv gra-
dients assuming no metric terms and the Coriolis parameter linear with latitude. In order to sho

them in the same graph, eacasmormalized by its maximunalue.

4.D Strong I nteractions, Anticyclonic and Cyclonic Wave Breaking
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The simple obseation of the wrtex intensity displayed in Fig 7 c,d precludes us from making
guasi-linear aguments about theivelution. In fact it maybe diffcult to interpret their dferent
evolutions and breaking on the basis of the lack of refractiorxiadd critical layers (as in
THM), evenif thoseargumentscouldbebasedn nonlineardynamicslt is howeveraverytracta-
ble scenario to think about the mechanismartex interactions. Fig. 9 shws a sletch of two
intense wrtices of one sign interacting with a weakortex of the opposite sign. Let us first dis-

cuss the case with the stronger ardicnic centers.

Anticyclonic Vortex Control (AVC)

Cyclonic Vortex Control (CVC)

o~V <0

——

? >0

Fig 9 Schematic®f vorticesinteractionof bothsigns.Theuppergraphshavs a strongemegative
vortex centers and theueer graph shes a stronger posite vortex centers. Solid black ams
indicate the circulation, bold grexrrravs indicate the direction of deformation. The meridional

vorticity fluxes that this interaction will produce is also indicated.
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The upper graph in Fig 9 she two lage antigclones interacting with a weakgyclone in the
center The influence of the twvantig/clones produces a difluence field that will strain the
cyclonic vortex along the S\ANE direction. Consequentlthe meridional erticity flux, v'(’, is
positive in the north and gative in the south. This discussion will be k&let when we discuss
the efects on the zonal fl@a We called that state Angiclonic \ortex Control, (hereafterAVC).
Thereversesituationis shavn in thelower graph.Herethecyclonicvorticesaremoreintensehan
the antigclonic vortex. The antigclone under the influence of the strongglones, will elon-
gatein the NW-SE directionproducingmeridionalvorticity fluxesnegative on the northandposi-
tive on the south. This case, of course, is the Cyclami¥/Control; (Hereafter CVC). Fig 10
shaws thevorticity distribution andinstantaneousirculationatt= 6 daysfor the solutionsshovn

in Fig 7b and Fig 7d. The upper figure corresponds to the case in whiciGhedchanism is
operating and the Yeer graph shas the wrtictiy for when CVC is dominant. Notice the corre-
sponding tilt in NE-SW direction for\AC and the NWSE direction for CVC. Clearly the geopo-
tential distrilution for these tw cases will be the classical picture of aygtionic and gclonic
wave breaking with poleard momentum for the first case and equaaodwmomentum for the
second case. The win@ators for both situations suggest what final distrdm the zonal mean
jet will have, a jet center at about 60N for the case with W=617 m. and around 35N for the case
with W=793 m. It seems thatV& and CVC represent twcanonical mechanisms by which
strong interactions are accomplished. It will bevaidhat the tvw mechanismsWC and CVC

cover a wider range of situations,dwf which are LC1 and LC2.
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Fig 10. Relative vorticity and circulation vectorsthat illustrate the two processes AV C (W=617m)
and CVC (W=793m). Both solutions are for M=7 and c=24m/s.

4.E Changesin the zonal mean wind

The long term consequence of the different life-cycles can be measured by the effect left on the

zonal mean wind. In simple terms, the zonal average of the longitudinal component of the wind,
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U, is quite sensie to the eddy meridionabvticity fluxes because the@ution of the zonal

wind is:

%U=\7(Z+f)+\/'_Z'+D 4.1

The first term on the right is the meridional flux due to the mean meridieloglty and the sec-
ondtermis themeridionalflux dueto theeddiesandD representslissipation.Therelative vortic-

ity is given by:

_ 1.9, 1 9
acospoA  acospo@

ucosy) 4.2

Note that the zonal mean eddy meridioratieity fluxes are the same as the zonal meaerdi
gence of the meridional momentum #sx The Fig 9 schematics shthat A/C will have the
eddy meridional erticity fluxes positve on the poleard side of the eddies andgaéve on the
equatorvard side thus producing a westerly acceleration on thevaadeside and easterly accel-

eration to the south of the eddy axis. Theeree will be true for the CVC. Fig 11 confirms these

findings where thewlution of U and eddy meridionalorticity fluxes as a function of time for
two forcing amplitudes W=617m and 706m arevaioln this figure the color shading corre-
sponddo themeridionalvorticity fluxeswhichasEq4.1lindicatess animportanttermfor chang-
ing the zonal momentum. Fig 11a, for W=617 myghthat by day 5 there is adgr positve
anomaly on the north side of the jet and a slighgatiee anomaly on the south side. This meridi-
onalvorticity flux produces strongshift in thezonalmeanwind to thenorthof theinitial jet axis.
This behaior is consistentvith the mechanisnof AVC acting.A very differentdevelopmentcan

be seen (Fig 11b) for the stronger forcing W=706m. As in thequre case, theorticity fluxes
begin as positie northvard and ngative southvard and een temporarily shift the zonal jet pole-
ward because, as preusly discussed, for weak amplitudes there is anyaiioic bias. Hov-

ever, by day6, sincetheeddieskeepincreasingn amplitude the systemturnsover andwe notice

26



astrongshift in thefluxes,intenselynegative to the northandpositive to the south.This produces
achangen thezonalmeanjet, a displacemento the southof theinitial jet axis.Clearly, theforc-

ing intensity that translates to the eddy response intensity is responsible for shifting the jet from
poleward to equatvard. The poleward (A/C) and equatorard (CVC) displacement for both

cases is clearly shm in this figure. A complementary picture of these tases is praded in

Fig 12 a,b The @olution of U and eddy kinetic erggr as a function of time are skio for the
caseW=617m(Fig 12a)andW=706m(Fig 12b).Eddyenegy movessouthanddecaydy day11

in the A/C case whereas the CVC case produces quite permanent eddy gwtihe entire 15

day period. This eddy awtty is basically composed of/clonic centers that ka been equili-

brated with a ne distribution of zonal PvA comparison with the solutions obtained with S\
- (thatconsereslayerPv) forcedby a bottomtopograply typeis shovn in Fig A4. Thesolutions

display the same characteristicswhan Fig 12, an abrupt change in the zonal jet final position.
For moderate forcing, the jet is positioned paed of the initial jet where as for more intense
forcingthejet shiftsto theequatorvardsideof theinitial position.Let usreturnto thesolutionsof

SM.

Fig 13 shavs a summaryof all the caseg13) with differentvaluesof ¢, andW for m=7.Fig 13a
shavs the maximum eddy kinetic eggrover the entire life-gcle vs. the latitudinal position of
thefinal zonaljet maximumfor eachgivencaseFig 13bis similarto Fig 13abut shavs thepoten-
tial enstroply. Fig 13 is paramount to our conclusions; itwhahat as the intensity of the eddies
increaseghejet movesfurtherandfurtherto thenorthby meansf AVC. But, thereis athreshold
level of eddy kinetic engly or Pv anomaly that for eddies surpassing thvat |éhere is bifurca-
tion on the eddy lifeycle changing from ¥XC to CVC and also on the zonal mean circulation.
The flow enters into a diérent rggime due to CVC; the jet shifts to the south of the initial posi-
tion. Not only dothejet andthe zonalPv changebut eddiescouldequilibrateto a final amplitude

that can propaae undisturbed in the modified Pv field.
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Eddy Meridiona Vorticity Fluxes and Zona mean Wind U
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Fig 11. Ewlution of meridional eddyarticity fluxes (color bands) and resultant change in the
zonal flav (black contourpositive for solid lines and dashed forgagive \values; the contour

interval is 10 m/s) for both cases of Fig 10 (seg)te
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Zonal Mean Wind U and Eddy Kinetic Energy

LATITUDE
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Fig 12 Jah

Fig 12. Similarto Fig 11 Theevolution of thezonalmeanflow (color bands)andthe eddykinetic

enegy (black contourintenal 100 n?r/sz). This graph should be compared with the three-dimen-

sional solutions of Fig 3.
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Eke Er‘dﬁ-z vs. Positon of Final Jet Maximum for M=7
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Fig 13. Scatterdiagramof theeddykinetic enegy andsquareof the Pvanomalymaximumfor all

casewith m=7vs.thefinal positionin latitudeof thezonaljet maximum.Thelatitudinalposition
of the initial jet maximum is indicated by a dashed line and tred Vehere the abrupt transition

occurs is shwn with a dot-dash line.
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4. F. The possibility of generating per manent cyclones centers.

As previously mentionedunderspecialconditionsfor largeamplitude theeddiesequilibrateinto
permanent propaging ¢/clonic eddies. Those eddiesveadrastically changed the mean zonal
flow (seeFig 12 b) andits Pvdistribution. Thesepossibldonglivedsystemsarenotonly afeature
of theshallov watermodelsolutionsinceTHM andour own three-dimensionaimulationsshav
similar g/clone behaior. We have run the shalle water model for those solutions for 30 days
withoutanapparentlecreasef cyclonestrengthTo illustratethecharacteristicsf solutionswith
permanentyclones(modoneswhich differ from theothersolutions Jet usfirst discusghe condi-
tions that may lead to such structures. Since Pv is catheat/|least after the forcing has disap-

peared, the solution with permanent pragdagy g/clones should satisfy

d — 0 0 _
an = (u Cph)a_xPV+VWPV =0 4.3

Cphis the propa@tingvelocity of the vortex centersandshouldbe distinguishedrom the propa-
gationvelocity thatwe imposedo theforcingc. It will becomeapparensoonthatthetwo aredif-
ferent and the ability to generate the permangeiboes is not due to gmesonance condition
(c=Cph). Although the full @locity (u,v) is gven by rotational and dérgent components, for
these cases the rotational component is mugeidhan the diergent component (not siva)
and eq 4.3 could be simplified by assuming that u and v areeddrom the stream function

alone. In that case eq 4.3 can herrgen as:

J(Y + Cphy, Pv) =0 4.4

where the Jacobian iggressed b the total stream functiow,(is the latitude times earY’
radiusy=a*@) andtotal Pv. To non-trivially satisfyeq4.4,Pv=F(¥+Cyy). Firstlet usinspectthe
dependence of Pv with the stream functiéfor three solutions shen as a,b,c in Fig 13a. The
solutions a and b (not slva) have a rather incoherent relation between Pv#nHowever, the

solution (point c) that displays the permanemanes, isremarkably diferent. Fig 14a siws
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the scatter plot of potentiabxticity vs. stream function for the corresponding point c in Fig 13a.
It seems clear from the graph thateaycoherent relation between Pv akeéxists for this case
The plot is done utilizing all pointsser the last half life-gcle of the eddies (7 days). Although
therelationshavn in this graphseemgjuitecompacteq.4.4impliesthatPvis notonly afunction

of W but W+Cypy, whereC,y, should be somemodetermined by inspecting the solutione Will
address this point lateffig 14b shars the corresponding Pv profile for solutionweraged ver

the same last 7 days and the square root ofvitraged potential enstroplefined as:

SPv = [(PV')Z}O'5 4.5

where the bar and braeis denote zonal and timeeaage. The ery intense solution ¢ with per-
manentddieddisplaysa very striking characteristien which boththe zonalandeddyPv symme-
trizes, equilibrating at the samevdé. This is a characteristic of all the permanent eddy solutions

found. The Pv for those cases can xgressed as:

Pv = Q(y)(1+ q(x—Cpht)) 4.6

Where Q(y) is the same functional form for the zonal Pv and the eddigggadunction with

zero zonal werage and:
200 _
HE =1 4.7

Letusnow discussherole of Cy, from eq.4.4 SinceC,, doesnothave anapparentelationwith
the forcing phaseelocity C, we derved the elocity G,, by means of inspecting the ¥Huooeller

diagram of the relate vorticity anomaly of the solution denoted by point ¢ in Fig 13a. The Ho

moellerdiagramis shavn in thelower graphof Fig 14. An estimated/alueof C,,~9.8m/scanbe

obtained from the Hamoeller diagram in the latter days of the lifele. We hare done the scat-
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terplot for Pvvs. W+Cy,*y for differentvaluesof the phasevelocity C,, andthe bestfit wasfor a
valueof C,, around10 m/swhichwasvery closeto the previously estimatedraluefrom the Hov-

moellerdiagram It shouldbenotedthattheforcing propagtionspeedor this casewvasc=24m/s.
Theconclusionis thatif theeddiesarestrongenoughto redistrikutethetotal Py, it will modify the
ernvironmentto suchanextentthatit will find a particularsteeringevel ontheredistritutedzonal
flow. Although the topic isascinating, it will distract us from our primary topic and research on

these issues will continue.

Characteristics of the permanent cyclone solutions
CVC (m= ¥, c=24 mis, W=7B8m, Eke557)

Potential Vorticity vs. Stream Function Zonal Potential Vorticity (m) and
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Fig 14. Scatter diagram of Pv vs. stream function for the solutionecharin Fig 13 (seex® is
shavnin (a). Theprofilesof thefinal zonalaveraged®v andSPvfor the correspondingolutionis

shavn in (b) and the Hemoeller diagram of the relag \orticity is shavn (c).
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5. Wavesm=5, 6, 7, 8

5a The eddy kinetic energy for all the modes

In order to understand that strong interactions, discussed in theysreection, are not only
peculiar to a particular horizontal scale (m=7), let us discuss the solutions for adivehawm-
bersstudied(M=5, 6 7 and8). Thefinal latitudinal positionof thejet maximumvs.the maximum
Eke for the four modes studied, including the recently discussed m=7#xs gh&ig 15 (similar
to the upper graph of Fig 13). Most of the solutions display similar characteristics in relation to
themaximumeddykinetic enegy andthe positionof thejet. For low valuesof Eke thejet is posi-
tion polewvardof theinitial position;astheeddyenegy increasesthejet is displacedurtherpole-
ward.After surpassing@critical valueof Eke, thejet positionjumpsto theequatorvardsideof the
initial position. This abrupt transition is due to a bifurcation that occurred in thedie af the
eddy as preiously discussed for m=7. Note that this criticalue depends on the mode being

considered.

Ekegitica) =200 /s for M=8; Ekeitica =375 /s> for M=7; Ekeitica =700+/-30 mi/s? for

M=6 and Elegiicq =1500+/- 50 r/s> for M=5. A similar behaior could be seen if Pv (not
shavn) hadbeenusedinsteadof Eke. Below thethresholdenegy for eachmodeAVC is predom-
inant and around the criticahilue for Ele there is a transition zone. In this transition zone, the
eddies’ lage amplitudes and small perturbations may shift the instability to one control or the
other But, as the engy of the eddies increases, it settles into a CVC system. These results

stronglysuggesthattwo extremesmayexist; whenEke < Ekegitica, AVC dominatesandif Eke>

Ekegriticay CVC dominates.

5b The Transition Zone
In order to understand better the transition froiCAo CVC, let us inspect wvsolutions indi-

catedby thearrowsin Fig 15 (for corvenienceCVC(m=6)andAvVC(m=6)). Both have very simi-

lar enegy levels (Ele~694 ni/s%). The only diference in generating each solutioasithe
propagtion speed for the forcing c=12m/s for CVC(m=6) and c= 24m/s\I@(A=6).
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Maxirnurn Area Averaged Eke over the BEddy Life-Cycle vs the Final Position of the Jet Maximum
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Fig 15. Similar to the upper graph of Fig 13. The scatter diagram of the eddy kinediy e@er
imum vs. the final position in latitude of the zonal jet maximum for all cases ardnumbers

studied. The dashed lines delimit the transition zone where the system shift3/itota BVC.

35



OV C{e=12m/s) Relative Vorticity for  M=6 ANC{c=24mia)
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fig 16

Fig 16. Relative vorticity and wind vectors at two times (day 4 and day 7) in thelife cycle of M=

6 for two very similar Eke distributions and different outcomes. The two solutions correspond to

the two arrowsin Fig 15.

The evolution of CVC(m=6) and AV C(m=6) for two timesin their life cycle is shown in Fig 16.
The relative vorticity and wind vectors for day 4 and day 7 are shown in Fig 17. It should be
stressed that theinitial evolution is quite similar. By day 4, both waves |ook very much alike.
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Fig 17. Similar to Fig 12. The time@ution of the zonal mean fiand the eddy kinetic erggr

for these tw m=6 solutions

However, by day7 bothsolutionsarebifurcating,oneto a CvVC andtheotherto anAVC. It seems
that the speed of the initialawe is a perturbation to the finite amplitud@tex interaction to

make the abrupt jump,ut as preiously stressed, it is not due to a resonance mechanism. Note
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also that all the solutions with CVC do novaaimilar final states. Some display an undulating
Pv whereas the others consist of a distinct streak of eddies. This seems to confirmdhs pre
discussiorof m=7,thatonly whenthe eddiesareableto redistritutethe Pv andfind a compatible
steeringevel, canthey survive asindividual entities.Fig 17 corroborateshefactthatCVC(m=6)
produces a jet equatoand of the initial position and\AC(m=7) produces a jet palard of the
initial position. The eddy kinetic ergr is also shan for both cases in Fig 17. CVC(m=6) pro-
duces eddies that remain longet Bre not quite as permanent as in the m=7 case, whér€as A

zonalizes ery quickly

5c The Bifurcation Diagram

It is usefulto think thatthe eddyenepy level maybetheindicatorfor classifyingAvVC andCVC,
as well as when a polard shift or equatorard shift can bexgpected for the zonal fle Fig 18a
tries to represent the eddy kinetic eyyefor all the cases stwing whether thg are CVC (+) or

AVC(-) as a function of ae numberThe dashed cuevcrudely representsilies of Ekitical

that we estimated as a function of (m). Although a careful inspection will f&no(-) AVC
pointsabore the curve, mostof the pointsconsistentlyappeambove the Ekeyjticq 10 be CVC (+).
Consequentlythejet will shift equatorvardwhereaselow the curve will be predominateh AVC
(-) andthejetwill shift polewvard.Representinghesameresultin aslightly differentway, Fig18b,
attempts to summarize all the results in a single graph. The eddy kinetig ehal the vave
numbersormalizedoy eachindividual Ekegyitica) (M) is shavn vs. thelatitudinaldisplacemenof
the final jet. The symbols siwahe diferent vave numbers and the tndashed lines indicate the

transitionzonearoundunity. Thetableindicateghe Ekeiticq (M) Valuesusedfor normalizingthe

respectre solutions.

ig 18. The upper graph she the stability diagram for the finite amplitudews breaking, eddy

kinetic enegy as a function of ave numberThe dashed cuevis the ERiic4 Values and (+)

indicatesa CVC caseandthe(-) indicatesa AVC case Lower eddyenegy causeshejet to bedis-

placedto the polevardside , whereasigh enegiescauseheoppositeo occur;thejetis displaced
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to the equatorard side. The ber graph shes the unified diagram of all cases for all thevev
numbers of eddy engy normalized by its corresponding €gkiicq @s a function of latitudinal
position of the final zonal jet maximum. Thalwes of the symbols and &k, used are in the

table insert. The twdashed lines indicate, as before, the transition zone (around unity) and the

dotted line indicates the position of the initial jet.

6. Summary and Conclusions.

By analyzing a number ofevy high resolution, nonyldrostatic &periments of baroclinic life-
cycles, we came to the conclusion that the intensity of the neacsuréroclinic deslopment
influences the uppeniel wave to such anxgent that it could produceyclonic or antigclonic
wave breaking. Since the final jet position is equaswdior polevard, the position depends on
whetherthewavesbreakcyclonically or anticyclonically respectrely. Thelow-level baroclinicity
plays a ery important role in the outcome of theme and feedback to the mean circulation.
Using a lav-order shalla-water model we test theypothesis that the intensity of the eddy forc-
ing from thelower-layersof theatmosphereanhave a profoundeffect on thedisturbancesf the

upper layers.

To thatendwe usetwo differentversionsof aglobalshallav watermodel;the SM andthe SM; _
1/2» The SM is the shal water model in which the height is reéakto a forcing that simulates
the stretching éécts of a laver-level unstable \ave. SM,_ 5, on the other hand, is a Pv conserv-

ing model in which the forcing is prescribed to wdelevel interface. The blk of the results

were done with the SM modeliba fev solutions of the Sk, 5, were used toerify the same

behaior. From thesex@eriments we conclude that:

» The intensity of the ber level baroclinicity (forcing amplitude) seems to be a determining
factor for the quality of uppdevel wave breaking.

» Forweakintensitiesthe strongeffective betaasymmetrieslueto theearthsphericityproduce
antigyclonic wave breaking and a polard shift of the zonal jet will occur
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* For moderatdorcing, antigyclonic wave breakingoccursandconsequentlyasbefore,a pole-
wardshift of thezonaljet will occur However, thereis animportantdistinctionbetweernwveak
and moderate forcing. In the latter case, the eddyyafditic centers areery intense. These
vortex centers are intense enoughV( to produce a difluence in thgatonic centers,
squelchinghecyclonein the NW-SEdirectionandelongatingit in theothertwo cornersthis
process has twefects: thinning theyclone and producing posig vorticity fluxes on the
north, ngative fluxes on the south and wing the jet polevard.

* By increasing the forcing, thegdone centers become considerably more intense than the
antigyclones(CVC) andthey areableto deformandthin theantigyclonesthusmoving thejet
equatorvard. This transition isery abrupt (Fig 21); alwe a threshold amplitude, the life-
cycle bifurcates to ayclonic wave breaking.

Let us nav return to the point raised at thegb®ing in the introduction, i.e., the possibility that
baroclinic eddies can indeed produce such a response on the jet axis. This question is related to
what kind of feedback this bifurcation of the eddy Iijele can bexpected to produce on the
stormtrackvariability. We canthenspeculat@bouttherelationof the quality of wave breakingto

the \ariations in space and time of the storm tracks. The implications for storm andenlinty

are quite direct. In normal years, at the entrance of the storm track intense baroclinicity produces
CVC'’s with a slight shift of the jet equataavd. At the last half of the storm track, due to much
wealer baroclinicity, antigyclonic wave breakingoccurs(AVC'’s) displacingthejet polevard. The

eddies at the entrance of the storm tracletibg from the baroclinicity of the sub-tropical jet.
Downstreanfluxing andwealer surfacebaroclinicitymakestheupperlevel wavesmorealoft and
barotropicby the middle of the stormtrack. Thesewavesnormally breakantigyclonically enhanc-

ing thesub-polareddydrivenjet. In thewarmphaseof ENSO,morebaroclinicity (andsubtropical
moisture flux) is present in the easteatific Ocean. This enhanced baroclinicity could support
more CVCS in the eastern basin, maintaining the subtropical jet further east. It is clear the that
these processes are of weekly time scale. Eddies initiate around the sub-tropical latitudes; if the
surface baroclinicity is weak, thadeflect the jet poleard due to the antyclonic breaking pro-

ducing a sub-polar eddy den jet (Orlanski, 1998). In periods of enhanced sub-tropical barocli-
nicity, theeddieswill continuebreakingcyclonically alongthewholestormtrackcausinghesub-

tropicaljet to extendfurthereast.Certainlythereareotherpossibilities;for instancethe sub-trop-
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ical baroclinicity is ery weak all ger and only gry modest amounts of eddy egyeare gener-
ated along the storm track, the subtropical jet will alsoxbEneed to the easteraéific Ocean.
The caeat of the ayument, when moderate to high eddy gress are generated, is of course the
assumption that awes alvays break. Hwever if waves could decay by other meanselikave-
wave interaction or donstream propagion (Chang and Orlanski (1993)), locally ibwd
wealenthefeedbacko themeancirculation.Althoughthebarocliniceddylife-cycle shouldhave
been in the enronment of the storm track rather than singlevesolution, the general case is
beyond the scope of this studie are presently performing high resolution storm trageg-

ments to be able determine unambiguously the roleaeéymnean flav interactions.

APPENDI X

1) The 1-1/2 Layer Shallow Water Model, SM 1_1/5.

We consider a model of the upper layers of the troposphere of den#igt oerlies a lover

layer with densityp, and belov that a layer at rest withy as shan in Fig A2 (b). These layers
should be viered as the atmosphere contained betweengentropes say 400 K and 310 K,
shavn in Fig A2 (a). Fig A2 (a) also stws the initial wind profile and potential temperature pro-
files of the initial @lue calculations skn in Figs 2 and 3. Basicallwe can assume the strato-
sphere to be the upper layer at rest, the upper troposphere is the dynamivallagetiand we
have a passve lower layerwheretheforcingis appliedthatmimicsthe eddyactwity of the lower
layer. A simplerschemevould have beento considerareducedyravity shallav watermodelwith
onelayerandatopograply thatvariesasa functionof spaceandtime. The pressuren the config-

uration that we utilized is gen as follovs:

Po = 9PgH —9p(Z H>z>(H-h)) Al
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P, =9p(hy -2 +Py = gAp hy +9pgH -0pz  (H-hy)>z>(H-h

P, = gpy(hy,—2) + Py = glApyh, +9Ap,hy +9pgH —gpy,z (H-hy)>7

whereAp; is thedensityjump from layersl and2. Thebasicsteadystateis in geostrophidalance

and using thexgression for the pressures from Al:

U, tan oP g',0h
Df + 1_(p¥1 = — 1 _1 = __1_1 A2
N a (ap,)09 aoQ
and the laver layer height is:
U,tan oP g,0h, p,9'40h
Df + 2—(p 2 = — 1 _2 = __2_2__1_1_1 A3
o a (ap,)0@ adp p,ady

wherethereducedyravity in eachlayeris g'i=gAp; ,p; Substitutinghelasttermof A3 by A2, the

slope of the lwer interfice is gien by the Magules relation:

U,tan p U.tan g'50h
=220, 20 L0, = 2 Ad

[ a p,U a aoQ

Note that since the Boussinesq approximation has not been made, the densitywerthsokst

layer could be ery lage compared to the middle layér particulay if p, goes to infinityh, is
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considered a rigid swate and since g~ 1 and Y =0, no geostrophic balance requirements are
madefor theslopeof thebottomtopograply in this hydrostaticmode.If p, is muchlargerthanp,
but finite lik e thedeeplayerof Jupiter h, couldhave aslopeto balancewind in thatdeeplayer(T.
Dowling, 1993). V¢ crudely try to represent thertical shear of the baroclinic profile, assuming

that U1 and U2 ha a similar jet structureub U2 has a smaller amplitude than U1, A4 can be

written approximately as foles:

2dU ;tan g'50h
dC +;([Ej _ 320

N a aoQ A5

wherel-d =U2/U1lis ameasuref theverticalshearthequadratidermin d wasneglectedin eq
AS5.

The 1-1/2 layer shalle water equation for the sphere may be written:

Mt et = -2 h sk 6
3t 1 1 acospoN 91Ny 7Kg
ov
1 _ 10, .,
5t + (g +fuy = _5%((9 1 +Ky) A7
a —
5 =hy) + Oe((hy ~hy)vy) = 0 A8

whereA,@ andt arethelongitude |atitudeandtime respectrely. ais theearthsradius;u andv are
the zonal and meridionaklocities; K = |VF/2 is the kinetic engy per unit mas< = curl (v) is

the relatve worticity and f = Z2sing is the Coriolis parameter
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Since our intent is to simulate upperdewaves that are generated by stretching from avigrg
low level unstablebaroclinicwave, it will beenoughto prescribeatime-spaca&lependeninterface

ho(A,y,t) in A8 andcalculatethe evolution of thevariablesof layer1 by integratingthe systemA6-
A8. h, canbeviewedasatime dependenbottomtopograply. However, in thisderivationit seems

more justified to use a mean slope that is in geostrophic balance with a prescribeeélnoitgl v

in thelower layer It seemslearthatregardlessof the prescribedorcingin h,, thesystemA6-A8
conseres the layer potentiabwticity.

_ (C+ 1)
Pv (hl_hZ) A9

Without loosing generality let us assume that the reducettygna layer 1 and 2 are the same.

Then multiplying A8 by g’ and redefining g’ hy and g’lh=h,, we can eliminate the indd

from all the \ariables.

_ (C+ 1)
Pv—m Al10

The potential articity in A10 has the same form as in A9, thevrierepresents the geopotential
height,andfrom now onwe will usethe geopotentiaisthe new prognosticvariablein themodel.
All the influence from the lwer layer similar to that shen in Fig Al for the midleel height of

the isentrope, will be prescribed through h

h, = Ry(9) +W0€tﬁge>‘p%_€tiﬁgt(}b(;p)—_c;) cos(my(A—ct)) Al

where the first term on the RHS isgn by A4 for diferent \alues of d and the second term in
RHSportraysa growing wave with wavenumbemO phasespeedt andamodulationin amplitude

with time scalet . This forcingis thesameasin 3.2-3.5 therelaxationfunctionfor hin theshal-
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low watermodeldescribedn section3. Althoughthefunctionsfor theforcing aresimilarin both

models, the shall® water model SM and the 1-1/2 layer shallater model SN, ,,, there are
considerable diérences between them. The §iM,conseres potential @rticity where as the

SM due to the Netonian forcing does not, at least for the period in which the forcing is acting.

Moreover, SM depend®n arelaxationtime scalewhereassSM; _;,,doesnot. This seemgo betwo
limitations of SM. However, a majorlimitation thatSM,_,,, hasis thefactthatit reactsfreelyto

a forcing like bottom topograph It radiates Rossbyaves from the rgion where the forcing is
appliedto bothpolevardandequatorvardsidesof it. Thisis aquiteexpectedesponsehoweverit

is not what unstable baroclinicaves will do. In order for baroclinic aves to become unstable
there should be a phase lock between the upper aed V@ve disturbances pventing the

Rossby vave radiation, at least in its gmh phase. Actuallywhen a laver breaking \ave

occurred, usually before the upperdewave, the upper kel wave being freed from its Yeer

level anchor could radiate as Rosshgves to both sides of the unstablgiom. 1. Held (2000)
discussed the meridional circulation resulting from the topographic forcing in avshsglter

model, pointing out that in a statistical steady state it will be similar to the meridional circulation

produced by baroclinic disturbances.

Bl
n
o

€I
o

Al2

Furthermoreif it is assumedhatno wave breakingoccursin thetopograply region, the potential
vorticity flux vanishes. @ paraphrase Held(2000) “Rosbbguas radiating from a sourcegien
transporzonalmomentuminto thisregion. Therefore petweerthe sourceregion, themomentum

flux corvergence must be balanced by an eddy mass flux.

vh _ @

f u'v A13
OH, oy

It follows that the eddy mass flux should be palel abee the topograph Since there can not

be total mass flux, the mass transport by the ‘mean meridional circulatiomisvbe equator-
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ward just as in the upper tropospheric branch ofalelfcell! Although this is true, the timing

when the circulation is produced in the §iband in the baroclinic delopment is dierent. In
SM;_1/pthe wave radiation is done soon when the forcing is applied where as in the baroclinic
development cases, is accomplished when the uppelrieve is breaking. @ illustrate this

effect, Fig A3 shws the Hemoeller diagram of the relat \orticity (at x=4% longitude) and
meridional momentum fles (zonal weraged w’) for both the SM_;,,and SM. It is clear that
SMy_1pdisplays radiation of Rosbbyawes as the disturbance is ging. This radiation of

waves,asHeld (2000)pointsout, will producemomentunfluxesinto thejet. Theresponsef the
of SM is different in that respect, practically no radiation of Rosséyew/is noticeable and the

momentum flux is poleard. Note that the equations for SM and S are the same if one

makes the transformation h =g and assumesh0.

Ertel Potential Vorticity, Relative Vnrticigy
and height of the isentrope surface {S007K)
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Fig 1A Thesnapshotat4.5dayfor themoistexperiment(shavn Fig 2b andFig 3b) for the poten-

tial vorticity at the 300K isentrope (Fvit= 106 K(ms)1), the anomaly height of the 300K isen-
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trope (interval=500m) and the vertical averaged relative vorticity anomaly between 5000mt and

10000mts (interval=0.25x10"* s1).

Zonal Mean Flow and Potential Temperature for the Baroclinic Simulatons
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Fig A2. (a) Characteristic of theinitial potential temperature (color bands) and zonal jet (black
contour) used in the three dimensional solutions (Fig 2 and Fig3). (b) Characteristics of the shal-

low water model SM .1, and (c) the shallow water model SM (see text).
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Hovmoeller Diagram of Relative Vorticity Anomaly and £onal Mean Mendional Wind
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Fig A3. Hovmoellerdiagramof therelative vortictiy atx=45" longitude(color bands)yandmeridi-

onalmomentunflux (blackcontour)for the SM;_, ,andSM. Notethattheintervalsaredifferent

for both cases.
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Hovmoeller Diagram of Zonal Mean Wind and Eddy Kinetic Energy
Shallow 1-1/2 Model Solutions
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Fig A4. The zonal mean floevolution over the 15 days and the eddy kinetic ggezorrespond-

ing to two solutions of the SM,,»is shavn. Compare this figure with the@ution using SM in

Fig 12.
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