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Abstract

The comparative analysis of output from multiple models] against observa-
tional data analysis archives, has become a key methodalagglucing uncertainty
in climate projections, and in improving forecast skill oédium- and long-term fore-
casts. There is considerable momentum toward simplifyirep &nalyses by applying
comprehensive community-standard metadata to obsemzhtmd model output data
archives.

The representation of gridded data is a critical elemenestdbing the contents
of model output. We seek here to propose a standard for desgthe grids on which
such data are discretized. The standard is drafted spdgificainclusion within the
Climate and Forecasting (CF) metadata conventions.
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1. Introduction

1.1. Methodology of international modeling campaigns

The current decade (2000-2010) may be regarded as the defcddecoming-of-age
of Earth System models. Such models are coming into rouseaéruboth research and
operational settings: for understanding the planetamyatie in terms of feedbacks and
balances between its many components; for translating sadarstanding into pro-
jections that inform policy to address anthropogenic ctenenange; and increasingly
for medium- and long-term forecasts that require coupledetsoas well.
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These activities manifest themselves in aspects of cugeientific methodol-
ogy. Earth System science is becoming “big science” whepemxents systemat-
ically involve large international modeling campaigns toméng in scale the observa-
tional campaigns that are responsible for producing theatk record. A key exam-
ple of such a modeling campaign is the activity surroundimgglnhter-Governmental
Panel on Climate Change (IPCC) Assessment Reports. Thpeédseissued ev-
ery 6 years, are a culmination of systematic and coordinatedeling experiments
run at multiple institutions around the world. Figure 1 skoavlist of participating
IPCC institutions from the recently concluded Fourth Assasnt Report (IPCC AR4)
(missing ref: ) . A comparative study of results from multiple models run un-
der the same external forcings remains our best tool for nstaleding the climate
system, and for generating consensus and uncertaintyastnof climate change.
Several key papers based on the IPCC AR4 data archive at P@btidiment recent
leaps in understanding of aspects of the climate systemalliesand warming cli-
mates, such as ENSO (Guilyardi 2006; van Oldenborgh et 8ll 2@he tropical cir-
culation (e.g Vecchi et al. 2006), Southern ocean cirontatRussell et al. 2006), and
others(missing ref: ) . Other similar campaigns underway include the Aqua-
Planet Experiment (APE)missing ref: ) , the ENSEMBLES project (Hewitt
and Griggs 2004) as well as several older ones.

Model Modeling Center

BCCR BCM2 Bjerknes Centre for Climate Research

CCCMA CGCM3 | Canadian Centre for Climate Modeling & Analysis

CNRM CM3 Centre National de Recherches Meteorologiques
CSIRO MK3 CSIRO Atmospheric Research

GFDL CM2_0 Gieophysical Fluid Dynamics Laboratory

GFDL CM2_1 Gieophysical Fluid Dynamics Laboratory

GISS AOM CGioddard Institute for Space Studies

GISS EH Goddard Institute for Space Studies

GISS ER Goddard Institute for Space Studies

IAP FGOALS1 Institute for Aumespheric Physics

INM CM3 Institute for Numerical Mathematics

IPSL Ch4 Institut Pierre Simon Laplace

MIROC HIRES Center for Climate System Research
MIROC MEDRES | Center for Climate System Research

MIUB ECHO Meteorological Institute University of Bonn
MPI ECHAMS Max Planck Institute for Meteorology
MRI CGCM2 Meteorological Research Institute

NCAR CCSM3 National Center for Atmospheric Research

NCAR PCM1 National Center for Atmospheric Research

UKMO HADCM3 | Hadley Centre for Climate Prediction

Figure 1: Participating institutions in the IPCC AR4 seixégxperiments.

It has also become apparent that a similar molt-model enlgeagproach is of



V. Balaji: Grid Standard 7 June 2007 4

utility in seasonal and interannual forecasting as well.e&ample of such a modeling
campaign is the DEMETER project (Palmer et al. 2004). Stubey Hagedorn et al.
2005) show that such operational ensemble forecasts haverdgrably better forecast
skill than any individual ensemble member.

A third trend in current modeling studies is the increasezlafslownscalingre-
viewed in Wilby and Wigley (1997). Where fine-scale simuatbver some domain
is sought, and it is either useless (because there is linmipdct of fine-scale struc-
ture on larger scales) or impractical (for computationalsmns) to extend the high
resolution over the entire domain, one often creates mddehs, where models over
larger domains at coarser resolution are used to force $icede models nested within.
The use of model chains is also a sort of multi-model studereloutput data from
one model serves as input to another. In all the approaclm&athe need for data
standards to enable ready access to data from diverse medgisarent.

1.2. Community approaches to models and data

As Earth System science increasingly comes to depend onlsna@ated from mul-
tiple components, and on comparative studies of output oo models, standard-
ization has become a serious issue as we grapple with thdégalaes of carrying
out such studies. Emerging efforts at standardization alehcomponent interfaces
include the Earth System Modeling Framework (ESMF) (ESMHFII ¢t al. 2004;
Collins et al. 2005) and the PRISM projdatissing ref: eric,sophie)

Model output data in the Earth System Science communitgasingly converges
on thenetCDF format, and, to a lesser degree, tHHBF5 forma#f. In the weather fore-
casting domain, the WMO-mandated GRIB and BUFR fornqaissing ref: )
continue to be used. While the data formats themselveslatesedy mature, recent ef-
forts in this domain focus on developing consistent and celmgnsivenetadatadata
descriptors that provide human- and machine-readablenaftion about the data nec-
essary in interpreting its contents. Metadata vocabdare intended eventually to
enable the inclusion of data intase@mantic welfBerners-Lee 1999; Berners-Lee and
Hendler 2001) which human and other reasoning agents waldbe to use to make
useful inferences about found entities. In the climate ardtther modeling domain,
efforts at developing a common vocabulary for metadata kbamgerged on the Cli-
mate and Forecasting (CF) conventions. Similar initiaifioe observational data (e.g
the Marine Metadata Initiative (MMB) abound, and there are attempts underway to
align the CF vocabularies with the observational ones. @pen Geospatial Consor-
tium (OGC} is a possible mechanism to shepherd the CF conventionsd@ifarmal
standard.

Ihttp://www.unidata.ucar.edu/software/netcdf
2http://hdf.ncsa.uiuc.edu/HDF5
Shttp://marinemetadata.org
“http://www.opengeospatial.org
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1.3. Rationale for a grid standard

This paper focuses on a key element of the metadata undelogevent: thegrids
on which model data is discretized. Experience from themaional modeling cam-
paigns cited above in Section 1.1 indicates that there idda wiversity in the model
grids used; and further, it appears that this diversity iy arcreasing. However, in
the absence of a standard representation of grids, it hasragesr difficult to perform
comparative analyses of data from disparate model gridheRahe lead institutions
in these campaigns insist upon having data delivered onsiergle grids, on the cred-
ible argument that the sites running the models are bes¢glecperform regridding
operations of appropriate quality, meeting the relevamndiic criteria of conserva-
tion, and so on.

This approach was followed in the IPCC AR4 campaign, andenmiié resulting
data archive was an extraordinary boon to daasumerganalysts of model output),
the burden it placed on dapgoducers(modeling centres) was considerable. Further,
the issues surrounding regridding are common to most nmuglekntres, capable of
being abstracted to common software. We believe a suiterofrean regridding meth-
ods and tools is now possible, given a grid standard.

The grid standard becomes even more necessary in congjdieerther sorts of
uses outlined in Section 1.1, such as in model chains wheddegt data from one
model becomes input to another. And last but not least, plelthodel grids and data
transformations between them are intrinsic to modern E3yttem models them-
selves, and are the basis for coupled model developmentdoonponents developed
across the entire community.

This paper proposesgid standard a convention for describing model grids. We
have described so far its general features and purposes:

¢ the standard will describe the grids commonly used in Egtdtesn models from
global scale to fine scale, and also with an eye looking fadvgoward emerg-
ing discrete representations) and sideways (to alliedareeedomains: space
weather, geosciences);

e the standard will contain all the information required t@lele commonly per-
formed scientific analysis and visualization of data;

¢ the standard will contain all the information required tofpem transformations
from one model grid to another, satisfying constraints oisssvation and preser-
vation of essential features, as science demands;

¢ the standard will make possible the development of shamgtiding software,
varying from tools deployable as web services to perfornthanafly regridding
from data archives, to routines to be used within coupledetsodt will enable,
but not mandate, the use of these standard techniques.

An outline of such a grid standard is the topic of this paper.
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1.4. Overview of paper

The paper is structured as follows. In Section 2 we surveyypes of grids cur-
rently in use, and potentially to be used in emerging modkd, the standard must
cover. This includes the issue of vector fields and stagggmed. In Section 2.7 we
develop the key abstractions of mosaics, required for lagaiested grids and other
“non-standard” tilings of the sphere. In Section 2.9 we cdtie issue of masks and
exchange grids, required for transformations of data betwggids. In Section 3 we
develop a vocabulary for describing grids in the contexhef€F conventions.

2. Grid terminology for Earth System science

We begin by developing a terminology for describing the s/pkgrids used in Earth
System science models and datasets. Grids for Earth Systente can be consid-
erably specialized with respect to the more general grigd us computational fluid
dynamics. Specifically, the vertical extent is consideraiphaller ¢-10 km) than the
horizontal ¢~1000 km), and the fluid in general strongly stratified in thaigal. The
treatment of the vertical is thus generally separable; andelngrids can generally be
described separately in terms of a horizontal 2D grid witbrdomatesX andY’, and a
vertical coordinate’.

2.1. Geometry

The underlyinggeometrybeing modeled is most often a thin spherical shalbpe-
cially when it is the actual planetary dynamics that is bemrageled. However, more
idealized studies may use geometries that simplify theiostal properties of the fluid,
such as arf-plane org-plane, or even simply a cartesian geometry.

Where the actual Earth or planetary system is being modgésspatial mapping
or geo-referencings used to map model coordinates to standard spatial cadedin
usuallygeographic longitudandlatitude Vertical mapping to pre-defined levels (e.g
height, depth or pressure) is also often employed as a stéimdon technique when
comparing model outputs to each other, or to observations.

2.2. Vertical coordinate

The vertical coordinate can lspace-basetheight or depth with respect to a reference
surface) omass-base(pressure, density, potential temperatukgybrid coordinates
with a mass-based element are considered to be mass-based.

Thereference surfaces a digital elevation map of the planetary surface. This can
be a detailed topography or bathymetry digital elevatiotaskt, or a more idealized

SExcept at very fine scales, the geometry is treated as a spiaira geoid. This may be a problem when geo-
referencing to very precise datasets that consider thasigs a geoid.
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one such as the representation of a single simplified mauotaidge, or none at all.
Vertical coordinates requiring a reference surface amrmed to agerrain-following
Both space-based (e.g Gal-Ch@nissing ref: ) , ¢ (missing ref: ) )
and mass-based (ez9 terrain-following coordinates are commonly used.

The rationale for developing this minimal taxonomy to cifyssertical coordi-
nates is that translating one class of vertical coordimdteanother is generally model-
and problem-specific, and shouldt be attempted by standard regridding software.

2.3. Horizontal coordinates

Horizontal spatial coordinates may pelar (¢,¢) coordinates on the sphere,manar
(z,y), where the underlying geometry is cartesian, or based enobrseveralpro-
jectionsof a sphere onto a plane. Planar coordinates based on acshpnjection
define amap factorallowing a translation ofA,y) to (¢,¢).

Curvilinear coordinatesnay be used in both the polar and planar instances, where
the model refers to a pseudo-longitude and latitude, thtaeis mapped to geographic
longitude and latitude by geo-referencing. Examples ihelthe displaced-pole grid
(Jones et al. 2005) and the tripolar grid (Murray 1996).

Horizontal coordinates may have the important propertiegtmogonality(when
theY coordinate is normal to th&) anduniformity(when grid lines in either direction
are uniformly spaced). Numerically generated grids maybeoéble to satisfy both
constraints simultaneously.

A third type of horizontal coordinate often used in this dama not spatial, but
spectral. Spectral coordinatesn the sphere represent the horizontal distribution of
a variable in terms of its spherical harmonic coefficientfieSe coefficients can be
uniquely mapped back and forth to polar coordinates basdebarier and Legendre
transforms, yielding uniformly spaced longitudes, andudes defined by a Gaussian
guadrature. This grid specification will not consider spaatepresentations directly;
rather, it assumes that the data have been transformeddpquardinates, and only
seeks to encode thieuncationused to restrict the representation to a finite set of
values.

Spectral coordinates on the plane have also recently besthinghis domain.
These methods generally emplsgectral elementéThomas and Loft 2002; Iskan-
darani et al. 2002) projecting the sphere onto a series aeglaf finite spatial extent,
within each of which the representation is spectral. Spketements are also uniquely
bound to geospatial coordinates by a series of transfomas} & in these coordinates
that the data are assumed to have been written.

2.4. Time coordinate

As for the fourth coordinate, time, it is already reasonalistl-covered in the CF
conventions. Both instantaneous and time-averaged vateespresented. Key issues
that still remain include the definition and treatment of +standardcalendars and
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for simulation data, a standard vocabulary to define aspé@gunning experiment,
such as the absolute start time of the simulation.

2.5. Discretization

In translating a data variable to a discrete representatienmust decide what as-
pects are necessary for inclusion in a standard grid spatidic We have chosen two
classes of operations that the grid standard must enabtgor calculusdifferential
and integral operations on scalar and vector fields; @rervative regriddingthe
transformation of a variable from one grid to another in a negirthat preserves cho-
sen moments of its distribution, such as area and volumerilteof 2D and 3D scalar
fields. We recognize that higher-order methods that preseswviances or gradients
may entail some loss of accuracy. In the case of vector figidd,transformations
that preserve streamlines are required.

To enable vector calculus and conservative regriddingfdt@wing aspects of a
grid must be included in the specification:

e distancedetween gridpoints, to allow differential operations;

e anglesof grid lines with respect to a reference, usually geogmaitast and
North, to enable vector operations. One may also choosechode anarc type
(e.g “great circle”), which specifies families of curves tdidw while integrating
a grid line along a surface.

e areasandvolumedor integral operations. This is generally done by definimg t
boundaries of a grid cell represented by a point value. Ini@e2.9 below we
will also consider fractional areas and volumes in the pres®f amask which
defines the sharing of cell between two or more components.

A taxonomy of grids may now be defined. A discretizatiologically rectangular
if the coordinate spacér, y, z) is translated one-to-one to index spdcgk)

Note that the coordinate space may continue to be physicatiylinear; yet, in index
space, grid cells will be rectilinear boxes.

The most commonly used discretization in Earth system sei@nlogically rect-
angular, and that will remain the principal object of stugyén Beyond the simplest
logically rectangular grids may include more specializadgysuch as the tripolar grid
of Murray (1996) shown in Figure 2 and the cubed-sphere dgriRbmcic et al. (1996),
shown in Figure 3.

Triangular discretizations are increasingly voguish ifikbld. Astructured trian-
gular discretization of an icosahedral projection is a populav approach resulting
in a geodesic grid (Majewski et al. 2002; Randall et al. 20@2) example of a struc-
tured triangular grid is shown in Figure 4 from Majewski et @002). The grid is
generated by recursive division of the 20 triangular fadesyacosahedron.

Numerically generatednstructured triangulardiscretization, such as shown in
Figure 5 are often used, especially over complex terraighhésolution models in-
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Figure 2: The tripolar grid, often used in ocean modelingaPsingularities are placed over land
and excluded from the simulation.

teracting with real topography increasingly use such wuetired grids. Section 3.4
visits the issue of the specification of such grids.

There is no need for unstructured grids to have only trisaageiements (although
we shall see in Section 2.6 that teepergridabstraction allows us to build all such
grids out of UTGs)Unstructured polygonal gridsef arbitrary polygonal elements are
a completely general abstraction, where each cell might bay number of vertices.
In practice, we usually find somewhat more restrictive fdatians such as iSpectral
Element Ocean Model (SEOM)f Iskandarani et al. (2002) cited earlier: an example
SEOM grid for the ocean is shown in Figure 6.

A reasonably complete taxonomy of grid discretizationgliernear- to mid-future
in Earth System science would include:

LRG logically rectangular grid.
STG structured triangular grid.
UTG unstructured triangular grid.
UPG unstructured polygonal grid.

Shttp://oceanmodeling.rsmas.miami.edu/seom/seom_intr o.html
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Figure 3: The cube-sphere grid, projecting the sphere detgik faces of a cube. Polar singulari-
ties are avoided, at the expense of some grid distortiontheatube’s vertices.

PCG pixel-based catchment grids: gridboxes made up of aritraliections of con-
tiguous fine-grained pixels, usually used to demarcatiehmentdefined by
surface elevation isolines (Koster et al. 2000).

EGG Escher gecko grid.

While developing a vocabulary and placeholders for all & #tbove, we shall
focus here principally on logically rectangular discratinns. We shall expose the
key concepts osupergrids(Section 2.6) ananosaics(Section 2.7) based on LRGs,
and aim to show their relevance for other discretizatioresyas well. We expect the
specification to be extended to these other discretizagiestby the relevant domain
experts, as in Section 3.4.

2.6. Staggering, refinement, and the supergrid

Algorithms place quantities at different locations witlairgrid cell (“staggering”). In
particular, the Arakawa grids, covered in standard texth s Haltiner and Williams
(1980) show different ways to represent velocities and eges grids, as shown in
Figure 8.

This has led to considerable confusion in terminology arsigie are the velocity
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Figure 4: A structured triangular discretization of theeygh Note that all vertices at any truncation
levelni are also vertices at any higher level of truncation.

and mass grids to be constructed independently, or as agpabgrids”) of a single
grid? How do we encode the relationships between the suhgvidch are necessarily
fixed and algorithmically essential?

In this approach, we dispense with subgrids, and insteagttitive specification:
we define asupergrid The supergrid is an object potentially of higher refinentbah
the grid that an algorithm will use; but every such grid nekbg an application is a
subset of the supergrid.

Given a complete specification of distances, angles, arehg@dumes on a super-
grid, any operation on any Arakawa grid is completely defined

The refinement of an Arakawa grid is always 2: here we gerzerétie refinement
factor to an arbitrary integer, so that a single high-resmfugrid specification may be
used to run simulations at different resolutions.

We can now define eell without ambiguity: it is an element of a supergrid cAll
on the grid itself may be overspecified, but this guaranteasdny set of staggered
grids will have consistent coordinate distances and areas.

The supergrid cell itself does not have a “center”. in canging a grid from
a supergrid, the grid center is indeed a vertex on the suderdgtowever, certain
applications of supergrids require the specification ceatroid (e.g Jones 1999), a
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Figure 5: An unstructured triangular discretization of sphere.

representative cell location. This is nominally some th&@eeof some weighting field
distributed about its area; but it is incorrect to try and paoite a distance from centroid
to a vertex.

Staggered arrays may be definedsgsmetricor asymmetric arraysTaking the
Arakawa C-grid (Figure 9) as an example, we havex& 8upergrid. Scalars, at cell
centres, will form a 44 array. Asymmetric arrayepresenting the velocity compo-
nentU will be of size 5<4. Quite often, though, all arrays may be defined to kd 4
in which case, one must also specify if thigooints are biased to the “east” or “west”,
i.e if the array valueu(i,j) refers to the point/ (i + 1, j) or U(i — 3, j). While this
can be inferred from the array size, it is probably wise tdude this information in
the specification for readability.

Grid refinements another application of supergrids. A refined grid is ulsuafine
grid overlying a coarse grid, with some integer factor obtegon in index space. The
vertices on the coarse grid are also vertices on the fine ggidhown in the example
of Figure 10.

The coincidence of certain vertices of refined grids in corp&rmit certain oper-
ations more specialized than the completely generalizeday contact region speci-
fied in Section 2.9. The supergrid plays a role here, as thiegsiof a single logically
rectangular supergrid can capture all of the grid infororafior a refined grid. Of
course, adaptive refinement techniques where grids maydedinitely refined may
not allow for the prior definition of that supergrid.

2.6.1. Triangular supergrids Can the supergrid idea be extended to non-rectangular
grids? It is somewhat less intuitive in this case, but it guad in this article that the
supergrid idea is equally applicable to grids that are ngicklly rectangular. There
are several reasons to attempt to encode unstructuredigribis fashion. First, we
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Figure 6: The SEOM unstructured grid.

see in the STG of Figure 4 that coarse resolution grids, say at 1, 2 or 4, can
be constructed by subsampling a supergrid defined at 8. Second, staggering is
a concept equally at home on triangular grids. It is commatgce on STGs and
UTGs to define vertex-, cell-, and face-centered quantittesthermore, several key
interpolative algorithms on UTGs depend on these quastitis shown in Figure 11
from Majewski et al. (2002).

The proposed treatment of unstructured grids, detailealhbil Section 3.4, is to
define a specification of UTGs that represent a supergrishdleding all vertex-, cell-,
and face-centered locatior@nly UTGs need to be considered in defining a supergrid,
as a triangular supergrid underlies any unstructured giitluding those containing
polygons with arbitrary vertex counts.

2.6.2. Raster grids Raster grids are a discretization of a surface into hightui®n
pixels of an atomic nature: a “point” is the location of itsntaining raster, and any
“line” is made up of discrete segments that follow rasteresdigut which cannot in-
tersect them. The “area” of any grid cell on a raster is defmedely by counting the
pixels within its bounding curve.

An application of raster grids is the use of catchment gridB@Gs (Koster et al.
2000). Catchment grids follow digital elevation isolinesérm bounding boxes fol-
lowing topography to facilitate modeling land surface msses. PCGs are defined
entirely in terms of an underlying raster grid.

A raster grid can also be defined on the basis of a high-resolatipergrid. Typi-
cally, these are created on the basis of high-resolutiatatigjevation datasets defined
on a sphere. Thus raster grids are defined here as LRG suserghe centroid de-
fines the raster location.
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Figure 7: Another possible discretization of the plane.

2.7. Mosaics

In many applications, it makes sense to divide up the modelarset ofgrid tiles’,
each of which is independently discretized. An example ab®the cubed-sphere of
Figure 3, which is defined by six grid tiles, on which a datadfielay be represented
by several arrays, one per tile. We call such a collectiorrioftijes a grid mosaic, as
shown in Figure 12.

A grid mosaicis constructed recursively by referring to child mosaicghwhe
tree terminating in leaves defined bid tiles (Figure 13).

Aside from the grid information in the grid tiles, the grid saic additionally spec-
ifies connections between pairs of tiles in the forntohtact regiondbetweenpairs
of grid tiles®

Contact regions can Heoundariestopologically of one dimension less than the
grid tiles (i.e, planes between volumes, or lines betweangs), oroverlaps topo-
logically equal in dimension to the grid tile. In the cubgthere example the contact

"The wordsgrid andtile separately are overused, and can mean many things depemdiogntext. We will
somewhat verbosely try always to use the tgnid tile to avoid ambiguity.

8]t is not necessarily possible to deduce contact region®bgmatial mapping: there can be applications where ge-
ographically collocated regions et exchange data, and also where there is implicit contactdstwon-collocated
regions.
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regions between grid tiles are 1D boundaries: other gridscoatain tiles that over-
lap. In the example of thgin-yanggrid (Kageyama et al. 2004) of Figure 14 the grid
mosaic contains two grid tiles that are each lon-lat grid#) @an overlap. The overlap
is also specified in terms of @ntact regiornbetween pairs of grid tiles. Issues relat-
ing to boundaries are described in Section 2.8. Overlapdeseribed in terms of an
exchange grid (e.g Balaji et al. 2006a), outlined in Sec#ién

The grid mosaic is a powerful abstraction making possiblermire panoply of
applications. These include:

the use of overset grids such as the yin-yang grid of Figure 14
the representation of nested grids (e.g Kurihara et al. 188®9Figure 15);

the representation of reduced grids (e.g Rasch 1994). Qlyrhese typically
use full arrays and a specification of the “ragged edge”. Aiced grid can
instead be written as a grid mosaic where each reductionaappes a separate
grid tile.

An entire coupled model application or dataset can be coctetd as a hierarchi-
cal mosaic. Grid mosaics representing atmosphere, laedpomomponents and
so on, as well as contact regions between them, all can beseqmed using this
abstraction. This approach is already in use at many magleéntres including

GFDL, though not formalized.

Finally, grid mosaics can be used to overcome performantiebecks asso-
ciated with parallel /0 and very large files. Representimg model grid by a
mosaic permits one to save data to multiple files, and the aftgggregation
is deferred. This approach is already used at GFDL to perftigtnibuted /O
from a parallel application, where 1/0O aggregation is deférand performed on
a separate 1/O server sharing a filesystem with the computerse

All of these applications make the grid mosaic abstractiem@l to this specifi-
cation.

15
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Figure 9: A 4x4 (not 8x8!) Arakawa C-grid.

2.8. Boundary contact regions

Boundariedor LRG tiles are specified in terms of amchor pointand anorientation
An anchor point is a boundary point that is common to the twad giles in contact.
When possible, it is specified as integers giving index spacations of the anchor
point on the two grid tiles. When there is no common grid pdim¢ anchor point is
specified in terms of floating point numbers giving a geogi@afgcation. Theorien-
tation of the boundary specifies the index space direction of theingnboundary on
each grid tile.

Figure 16 shows an example of boundaries for the cubed-sjpiniermosaic. Col-
ored lines show shared boundaries between pairs of gril tilete how orientation
may change so that a “north” edge on one grid tile may be inazwith a “west”
edge of another. Orientation changes indicate how vectantifies are transformed
when transiting a grid tile boundary.

Note that cyclic boundary conditions can be expressed astactaegion of a grid
tile with itself, on opposite edges, and the polar fold inuF&?2 likewise.

Boundary conditions are considerably simplified when cer@asumptions about
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Figure 10: Nested grids with integer refinement: an inne4 4rid at twice the resolution is nested
within the coarse 44 grid.

grid lines can be made. These are illustrated in Figure 1v¥doous types of bound-
aries.

A boundary has the property afignmentwhen there is an anchor pointiimdex
spaceshared by the two grid tiles, i.e it is possible to state thate point(il,j1)
on grid tile 1 is the same physical point é8,j2) on grid tile 2. An aligned
boundary haso refinemenivhen the grid lines crossing the boundary ematinuous
as in grid tiles 1 and 2 in Figure 17. The refinemeniiggerwhen grid lines from
the coarse grid are continuous on the fine grid, but not viceayesee grid tiles 5 and
6. The refinement isational in the example of tile 3, when the contact grid tiles have
grid line counts that are co-prime.

These properties, if present, will aid in the creation of@erand fast methods for
transforming data between grid tiles. If none of the condsiabove are met, there is
no alignment. Anchor points are then represented by geveeted coordinates, and
remapping is mediated by an exchange, as described belogctins 2.9.

2.9. Overlap contact regions: Exchange grids and masks

When there are overlapping grid tiles, thechange gridconstruct of Balaji et al.
(20064a) is a useful encapsulation of all the informationdanservative interpolation
of scalar quantitied. The exchange grid, defined here, does not imply or force any

9Streamline-preserving interpolation of vector quanditietween grids is still under study, and may result in ex-
tensions to this proposed grid standard.
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Figure 11: Vertex- and face-centered locations on a triemgyrid. All of these quantites are
needed for certain accurate interpolation algorithms @sehgrids. Further, different quantities
may be placed on a different subset of points associatedwglcell.

particular algorithm or conservation requirement; ratihegnables conservative re-
gridding of any order. Methods for creation of exchange gjack briefly discussed,
but the standard is of course divorced from any implemeoriati

Given two grid tiles, arexchange grids the set of cells defined by the union of
all the vertices of the two parent grid tiles. This is illeded in Figure 18 in 1D,
with two parent grid tiles (“atmosphere” and “land”). (Frgul9 shows an example
of a 2D exchange grid, most often used in practice). As sees heach exchange
grid cell can be uniquely associated with exactly one cekach parent grid tile, and
fractional areaswith respect to the parent grid cells. Quantities beingdfamed from
one parent grid tile to the other are first interpolated ohtoexchange grid using one
set of fractional areas; and then averaged onto the regeguid using the other set
of fractional areas. If a particular moment of the exchangeantity is required to
be conserved, consistent moment-conserving interpalata averaging functions of
the fractional area may be employed. This may require not thd cell-average of
the quantity (zeroth-order moment) but also higher-ordemmnts to be transferred
across the exchange grid.

Given N cells of one parent grid tile, antl/ cells of the other, the exchange grid
is, in the limiting case in which every cell on one grid ovedawith every cell on the
other, a matrix of sizéV x M. In practice, however, very few cells overlap, and the
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Figure 12: A grid tile: a quadrilateral grid shown in indexasp. A grid mosaic: a number of tiles
sharing boundaries or contact regions.

exchange grid matrix is extremely sparse. In code, we tylgitaat the exchange grid
cell array as a compact 1D array (thus shown in Figure 18, aather thant,,,,,) with
indices pointing back to the parent grid tile cells. Tablenbws the characteristics
of exchange grids at typical climate model resolutions. fits¢ is the current GFDL
model CM2 (Delworth et al. 2006), and the second for a prepctext-generation
model still under development. As seen here, the exchande a@re extremely sparse.

| Atmosphere] Ocean | Xgrid | Density | Scalability||
144x90 360x200 | 79644 | 8.5 x 10~° 0.29
288x180 | 1080x840 | 895390| 1.9 x 10~ 0.56

Table 1: Exchange grid sizes for typical climate model gride first column shows the horizontal
discretization of an atmospheric model at “typical” climaesolutions of Zand Trespectively.
The “ocean” column shows the same for an ocean mode‘laard%". The “Xgrid" column shows
the number of points in the computed exchange grid, and theityaelates that to the theoretical
maximum number of exchange grid cells. The “scalabilityfuocon shows the load imbalance of
the exchange grid relative to the overall model when it iithéts parallel decomposition from one
of the parent grid tiles.

The computation of the exchange grid itself could be timescomng, for parent
grid tiles on completely non-conformant curvilinear cadaetes. In practice, this issue
is often sidestepped by precomputing and storing the exghgrid. The issue must
be revisited if either of the parent grid tiles is adaptiveethbds for exchange grid
computation include th8CRIP® package (Jones 1999) and others based on discretiz-
ing the underlying continuous geometry as a raster of hegielution pixels (Koster
et al. 2000).

©nttp://climate.lanl.gov/Software/SCRIP
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Figure 13: A grid mosaid/ is constructed hierarchically; each branch of the treeiteatas in a
grid tile .

This illustration of exchange grids restricts itself to ilaénsional LRGs on the
planetary surface. However, there is nothing in the excégnigl concept that prevents
its use in any of the discretizations of Section 2.5, or inhexges between grids
varying in 3, or even 4 (including time) dimensions.

2.9.1. Masks A complication arises when one of the surfaces is partition® com-
plementary components Earth system models, a typical example is that of an ocean
and land surface that together tile the area under the atmosp Conservative ex-
change betweethree components may then be required: quantities like, @@ve
reservoirs in all three media, with thetal carbon inventory being conserved.

Figure 19 shows such an instance, with an atmosphere-l&hdrmpt an ocean grid
of different resolution. The green line in the first two frasrehows théand-sea mask
as discretized on the two grids, with the cells marketelonging to the land. Due
to the differing resolution, certain exchange grid cellgehambiguous status: the two
blue cells are claimed by both land and ocean, while the erpdacell is claimed by
neither.

This implies that the mask defining the boundary between temmgntary grids
can only be accurately defined on the exchange grid: onlyetban it be guaran-
teed that the cell areas exactly tile the global domain. SG#llambiguous status are
resolved here, by adopting some ownership convention. ¥ample, in the FMS ex-
change grid, we generally modify the land model as needesliatid grid cells are
quite independent of each other and amenable to such traretfons. We add cells
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Figure 14: The yin-yang grid consists of two longitudetladie bands with mutually orthogonal
axes, and an overlap.

to the land grid until there are no orphan “red” cells left ba €xchange grid, then get
rid of the “blue” cells byclippingthe fractional areas on the land side.

3. Representing the grid vocabulary in the CF conven-
tions

The CF conventions have been developed in the context ofdt@D¥ data format.
The current momentum is toward using technologies such &nDpP to achieve
format neutrality for data; and to develop the conventidgresriselves toward a stan-
dard through a mechanism such as OGC. As the standardizaboass continues, it
is likely that much of CF metadata will be stored in databasesreadily-harvested
form such as XML. For the purposes of this paper, however, Weantinue to rep-
resent the contents of the grid standard using netCDF tetogg, as now.

The current CF standard covers data fields for single ged tiery well. As there
are considerable data archives already storing data irfdms, we have tried to do
the least violence to existing data representations o&lsbes on single grid tiles. The
proposed extensions serve as enhancements to CF thatleullafull expression for
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Figure 15: A cubed-sphere with embedded nests.

data discretized on grid mosaics. Features to highligtade

e a standard grid specification dataset goidspe¢ for grid mosaics. The grid
specification is comprehensive and is potentially a vergddie. Various CF
attributes will be used to indicate properties of the gridtthermit a succinct
description from which the complete gridspec is readilyorestructed.

e an extended family of CF standard names for grid specifinatio

e netCDF and CF currently assume that all information is presea singlefile.
This assumption is already currently broken in many waysinfstance it is cus-
tomary to store a long time series of a variable in multipkestilThe assumption
is also often flawed for vector fields: vector components nagtored as mul-
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Figure 16: The cubed-sphere grid mosaic.

tiple files. We propose here a mechanism for storing a CF-tiantglatasetin
multiple filest!, and for preserving (or at least verifying) integrity of a ltirile
dataset.

e The gridspec is a work in progress, and is designed for eitiéitys We expect
to see considerable evolution in the near term. It is theeetiberally sprinkled
with versionmetadata.

The general approach is as follows. Datasets are generalyvad in a way
whereby one approaches the dataset following metadatdekatibes the experiment
to which it belongs. The gridspec forms part of the experinmeetadata. For Earth
System models, comprehensive model metadata is underogevent. A gridspec
describing the complete grid mosaic of an entire coupledeh@thown schematically
in Figure 13) will be stored under the experiment, and we eixpeftware processing
any dataset associated with the experiment to have acctssgoidsped?

Datasets holding physical variables will not themselvésrr® the gridspec; the
connection is made at the metadata level above.

Physical variables discretized on a mosaic of more than od¢ilg may be stored
in multiple files, where each file contains one or more griektil

1The HDFS5 specification, with which netCDF will merge, takdiesystem-within-a-file approach to this problem,
which by all accounts is not very efficie(missing ref: ) . The proposed approach will allow very efficient
approaches to dataset aggregation.

2As the gridspec is also intended for use as model input, sdidare might indeed be an Earth system model.
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Figure 17: Grid refinement on a cubed-sphere grid mosaic.
Atmosphere A,

. _______________________|
Exchange E

Land L,

. N |
Figure 18: One-dimensional exchange grid.

3.1. Linkages between files

We propose that links be directed and acyclic: e.g grid nedgas point to constituent
grid tile files, but the “leaf” files do not point back.

Files may be described using local pathnames or remote WHREg, OpenDAP
IDs). File descriptors may be absolute or relative to a bdsleess, as in HTML.

When pointing to an external file, attributes holding theastamp and MD5
checksun® may optionally be specified. If the checksum of an external dibes
not match, it is an error. The timestamp is not definitive, ioaly be used to decide
whether or not to trigger a checksum.

13MD5 checksums are standard practice. One can intentiogaligrate, by bit exchanges, erroneous files that give
the same MD5 checksum, but the probability of this occuripgoincidence is vanishingly small. MD5 checksums
have been measured to take about a minute for a 10Gb dataset.
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Land Ocean Exchange

Figure 19: The mask problem. The land and atmosphere shargrith on the left, and their
discretization of the land-sea mask is different from theascmodel, in the middle. The exchange
grid, right, is where these may be reconciled: the red “onpleall is assigned (arbitrarily) to the
land, and the land cell areas “clipped" to remove the dowiyped blue cells.

dimensions:
string = 255;
variables:
char base(string);
char external(string);
char local(string);
base = "http://www.gfdl.noaa.gov/ICM2.1/";

base:standard_name = "link_base_path";
external = "foo.nc";
external:standard_name = "link_path";

external:md5_checksum = "gObbl3dygOOk";
external:timestamp = "20060509T012800.33Z";

local = "/home/foo/bar.nc";
local:standard_name = "link_path";
local:link_spec_version = "0.2"; (1)

Encoding pathnames, checksums and timestamps carriesabiypehe system is
brittle to any changes. The use of relative pathnames isemnded: this at least
permits whole directory trees to be moved with little pain.

Summary: two new standard namdsk base path andlink_path . Op-
tional attributeslink_spec_version , md5_checksum andtimestamp

3.2. Grid mosaic

The grid mosaic specification is identified by a unique stniagie which qualifies its
interior namespace. As shown schematically in Figure $3htldren can be mosaics



V. Balaji: Grid Standard 7 June 2007

or grid tiles. Contact regions are specified between paiggidftiles, using the fully

dimensions:
nfaces = 6;
ncontact = 12;
string = 255;
variables:

char mosaic(string);

mosaic = "AM2C45L24";

mosaic:contact_regio

gridfaces =
"Facel",
"Face2",
"Face3",
"Face4",
"Faceb",
"Face6";
contacts =
"AM2C45L24:Facel::
"AM2C45L24:Facel::
"AM2C45L24:Facel::
"AM2C45L24:Facel::
"AM2C45L24:Face?2::
"AM2C45L24:Face?2::
"AM2C45L24:Face?2::
"AM2C45L24:Face3::
"AM2C45L24:Face3::
"AM2C45L24:Face4::
"AM2C45L24:Face4::
"AM2C45L24:Face5::

char gridfaces(nfaces,string);
char contacts(ncontact,string);

mosaic:standard_name = "grid_mosaic_spec";
mosaic:mosaic_spec_version = "0.2"
mosaic:children = "gridfaces";

ns = "contacts";

mosaic:grid_descriptor = "C45L24 cubed_sphere";

AM2C45L.24:Face2",
AM2C45L.24:Face3",
AM2C45L.24:Face5",
AM2C45L.24:Face6",
AM2C45L.24:Face3",
AM2C45L.24:Face4"”,
AM2C45L.24:Face6",
AM2CA45L.24:Face4"”,
AM2CA45L24:Faceb",
AM2CA45L24:Faceb",
AM2C45L.24:Face6",
AM2CA45L.24:Face6";

(2)

Summary: a new standard namegid_mosaic_spec . Grid mosaic specs have
attributesmosaic_spec_version , children  andcontact_regions . Op-
tional attributechildren_links andcontact_region_links may point to
external files containing the specifications for the chitdred their contacts.

Thegrid_descriptoris an optional text description of the grid that uses commonl
used terminology, but may not in general be a sufficient detson of the field (many
grids are numerically generated, and do not admit of a satdescription). Examples
of grid descriptors include:

26



V. Balaji: Grid Standard 7 June 2007

e spectral_gaussian_grid
e regular_lon_lat_grid
e reduced_gaussian_grid

e displaced_pole grid (different from arotated pole grid any grid could
have a rotated north pole);

e tripolar_grid

e cubed_sphere_grid

e icosahedral_geodesic_grid
yin_yang_grid

The grid descriptor could additionally contain common $hand descriptions
such ag42 , or perhaps could go further toward machine processingyusims like
triangular_truncation

27



V. Balaji: Grid Standard 7 June 2007

3.3. Gridtile

dimensions:
string = 255;
nx = 90;
ny = 90;
nxv = 91;
nyv = 91,
nz = 24;

variables:

char tile(string);
tile:standard_name = "grid_tile_spec”;
tile:tile_spec_version = "0.2";
tile:geometry = "spherical”;
tile:north_pole = "0.0 90.0%;
tile:projection = "cube_gnomonic";
tile:discretization = "logically_rectangular";
tile:conformal = "true";

double area(ny,nx);
area:standard_name = "grid_cell_area";

area:units = "m 2"
double dx(ny+1,nx);
dx:standard_name = "grid_edge_x_distance";
dx:units = "metres";
double dy(ny,nx+1);
dy:standard_name = "grid_edge_y_ distance";
dy:units = "metres";
double angle_dx(ny+1,nx);
angle_dx:standard_name =
"grid_edge_x_angle_ WRT_geographic_east";
angle_dx:units = "radians";
char arcx(string);
arcx:standard_name = "grid_edge x_arc_type";
double zeta(nz);
arcx = "great_circle";
tile = "Facel";

3)
Horizontal vertex location specifications may be of différeank depending on
their regularity or uniformity. (Note that the geo-refecarg information may still be
2D even for regular coordinates).
An irregular horizontal grid requires a 2D specification eftex locations:
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variables:
float geolon(ny+1,nx+1);
geolon:standard_name = "geographic_longitude";
float geolat(ny+1,nx+1);
geolat:standard_name = "geographic_latitude";
float xvert(ny+1,nx+1);
xvert:standard_name = "grid_longitude";
xvert:geospatial_coordinates = "geolon geolat";
float yvert(ny+1,nx+1);
yvert:standard_name = "grid_latitude";
yvert:geospatial_coordinates = "geolon geolat";

(4)
The vertical geo-mapping is expressed by reference todstaevels”.
Summary: several new standard names to describe properties of a djgthnces,
angles, areas and volumes. Tdre typeis a new variable with no equivalent in CF.

Currently, we are considering valuesgreat_circle andsmall_circle , but
others may be imagined. Tisenall_circle arc type requires the specification of
a pole.

The grid tile spec has attributes geometry (Section 2.bjeption (Section 2.3: a
value ofnone indicates no projection) and discretization (Section.2T%)e optional
attributesregular , conformal anduniform may be used to shrink the grid tile
spec.

3.4. Unstructured grid tile

The unstructured grid tile is an UTG. The current speciftcatollows an actual exam-
ple used by the FVCOM modémissing ref: Gross; Signell) . While
in the LRG example above, the number of vertices can be ddduoe the number
of cells, it cannot in the unstructured case.

Each cell is modeled as triangular. Distances, arc typegeamnd areas are cell
properties. Additional elements of the UTG specificatiom eariables with standard
names ofvertex_index and neighbor_cell_index to contain the indices
of a cell's 3 vertices and its 3 neighbours, respectivelye drdering line segments,
neighbors, etc., all follow the ordering of vertices.
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dimensions:
string = 255;
node = 871;
nele = 1620;

variables:

char tile(string);
tile:standard_name = "grid_tile_spec";
tile:tile_spec_version = "0.2";
tile:geometry = "spherical”;
tile:north_pole = "0.0 90.0%;
tile:discretization =
"unstructured_triangular";
double area(nele);
area:standard_name = "grid_cell_area";
area:units = "m 2"
double ds(3,nele);
ds:standard_name = "grid_edge_distance";
ds:units = "metres";
double angle_ds(3,nele);
angle_ds:standard_name =
"grid_edge_angle_ WRT_geographic_east";
angle_ds:units = "radians";
char arcx(string);
arcx:standard_name = "grid_edge_arc_type";
int nv(3,nele);
nv:standard_name = "neighbor_cell_index";
int node_index(3,nele);
node_index:standard_name = "vertex_index";
arcx = "great_circle";
tile = "fvcom_grid"; (5)
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variables:
float geolon(node);
geolon:standard_name = "geographic_longitude";
float geolat(node);
geolat:standard_name = "geographic_latitude";
float xvert(hode);
xvert:standard_name = "grid_x_coordinate";
xvert:units = "metres";
xvert:geospatial_coordinates = "geolon geolat”;
float yvert(node);
yvert:standard_name = "grid_y_coordinate";
yvert:units = "metres";
yvert:geospatial_coordinates = "geolon geolat";

3.5. Contact regions

(6)

dimensions:
string = 255;
variables:
int anchor(2,2);
anchor:standard_name =
"anchor_point_shared_between_tiles";
char orient(string);
orient:standard_name =
"orientation_of_shared_boundary";

char contact(string);

contact:.contact_spec_version = "0.2";
contact:.contact_type = "boundary";
contact:alignment = "true";
contact:refinement = "none";
contact:anchor_point = "anchor";
contact:orientation = "orient";

contact = "AM2C45L24:Facel::AM2C45L24:Face?2";

orient = "Y:Y";

anchor = "90 1 1 1%

contact:standard_name = "grid_contact_spec";

7)

31
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dimensions:
string = 255;
ncells = 1476;
variables:

double frac_area(2,ncells);
frac_area:standard_name =
"fractional_area_of exchange_grid_cell";
int tilel_cell(2,ncells);
tilel cell:standard_name="parent_cell_indices";
int tile2_cell(2,ncells);
tile2_cell:standard_name="parent_cell_indices";
char contact(string);
contact:standard_name = "grid_contact_spec";
contact.contact_spec_version = "0.2"
contact:contact_type = "exchange";
contact:fractional_area_field = "frac_area";
contact:parentl_cell = "tilel_cell";
contact:parent2_cell = "tile2_cell";
contact = "CM2:LM2::AM2C45L24:Face?2";

3.6. Variables

(8)

Variables are held in CF-compliant files that are separate fthe gridspec but can
link to it following the link spec in Section 3.1. Variables @ single grid tile can
follow CF-1.0, with no changes. The additional informatpnovided by the gridspec
can be linked in, as shown in this example of/avelocity component on a C grid

(Figure 9).
dimensions:
nx = 46;
ny = 45;
variables:
int nx_u(nx);
int ny_u(ny);

float u(ny,nx);
u:standard_name = "grid_eastward_velocity";
u:staggering = "c_grid_symmetric";
GLOBAL ATTRIBUTES:
gridspec = "foo.nc";
nx_u 1,3,5,...
ny_u 2,4,6,...

9)

The staggeringdfield expresses what is implicit in the valuesrof_u andny_u,

32
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but is useful nonethele¥s Possible values aftaggering  include:

c_grid_symmetric
e C_Qrid_ne

e b _grid_sw

e ... and soon.

Using this information, it is possible to perform correcrtsformations, such as
combining this field with & velocity from another file, transforming to an A-grid,
and then rotating to geographic coordinates.

4. Examples

4.1. Cartesian geometry

dimensions:
string = 255;
nx = 8;
ny = 8;
variables:
char tile(string);
tile:standard_name = "grid_tile_spec”;
tile:tile_spec_version = "0.2";
tile:geometry = "planar”;
tile:projection = "cartesian";

tile:discretization = "logically_rectangular";
tile:conformal = "true";
tile:uniform = "true";

double area;

area:standard_name = "grid_cell_area";

area:units = "m 2"

double dx;
dx:standard_name = "grid_edge_x_distance";
dx:units = "metres";

double dy;
dy:standard_name = "grid_edge_y distance";
dy:units = "metres";

tile = "Descartes”;

(10)
The Cartesian grid spec of CodeBlock 10 illustrates seva@naplifications with
respect to CodeBlock 3.

4In general, there may be a lot of redundancy in the gridsp&ichwposes aonsistencyroblem. In general,
consistency checking and validation are relatively simagein the instance here.
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e Thegeometry:planar attribute (Section 2.1) indicates that geo-referencing
is not possible.

e Since theuniform attribute (Section 2.3) is set, tla@ea , dx anddy fields
reduce to simple scalars.

e The combination of a conformal attribute and the planar ggoyrmeans that it
is not required to store angles: grid lines are orthogomal that's that.

e The tile name is of course arbitrary: we have chosen to typdild as a string
to avoid using the derived or complex typesneftCDF-4°. Mosaic processing
tools will enforce the absence of two tiles bearing the saame

Note that this gridspec might actually represent a supmjfria 4<4 grid: we
cannot tell from the gridspec alone. We would need to examifield containing a
physical variable (Section 3.6).

Bhttp://www.unidata.ucar.edu/software/netcdf/netcdf- 4
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4.2. Gaussian grid

dimensions:
string = 255;
nx = 320;
ny = 160;
variables:
char tile(string);
tile:standard_name = "grid_tile_spec";
tile:tile_spec_version = "0.2";
tile:geometry = "spherical”;
tile:north_pole = "0.0 90.0";

tile:discretization = "logically_rectangular";
tile:horizontal _grid_descriptor = "gaussian_grid";
tile:conformal = "true™;

tilecregular = "true";
double area(ny,nx);
area:standard_name = "grid_cell_area";

area:units = "m 2"
double dx(nx);
dx:standard_name = "grid_edge_x_distance";
dx:units = "metres";
double dy(ny);
dy:standard_name = "grid_edge_y distance";
dy:units = "metres";
double angle_dx(,nx);
angle_dx:standard_name =
"grid_edge_x_angle_ WRT_geographic_east";
angle_dx:units = "radians";
char arcx(string);
arcx:standard_name = "grid_edge_x_arc_type";
double zeta(nz);
arcx = "small_circle™;
tile = "T106";

(11)
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dimensions:
string = 255;
variables:
int anchor(2,2);
anchor:standard_name =
"anchor_point_shared_between_tiles";
char orient(string);
orient:standard_name =
"orientation_of shared_boundary";
char contact(string);
contact:standard_name = "grid_contact_spec";
contact:.contact_spec_version = "0.2";
contact:.contact_type = "boundary";
contact:alignment = "true";
contact:refinement = "none";
contact:anchor_point = "anchor";
contact:orientation = "orient";
contact = "Gaussian::Gaussian®;
orient = "Y:Y";
anchor = "320 1 1 1"

(12)

A Gaussian grid is a spatial grid where locations on a sphereganerated by
“Gaussian quadrature” from a given truncation of spherf@monics in spectral
space.

4.3.

There is no projection onto a plane.

Since this is aegular  grid (Section 2.3)dx anddy are 1D rather than 2D
arrays. The specification of angles is similarly reducedni®cbnformal  at-
tribute.

The contact spec in CodeBlock 12 specifies periodicity(in

The associated mosaic specification is not shown here, am@esiGaussian
grid is a mosaic of a single tile. Thieorizontal grid_descriptor

(Section 3.2) is given a value spectral_gaussian_grid : this value be-
longs to acontrolled vocabulary of grid descriptors. The combination
of this descriptor with the truncation level is enough to pdetely specify the
gaussian grid.

Reduced gaussian grid

A Gaussian grid is of course a kind océgular_lat_lon_grid , and can suf-
fer from various numerical problems owing to the convergeoidongitudes near the
poles. TheeducedGaussian grid of Hortal and Simmons (1991) overcomes this-pr
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lem by reducing the number of longitudes within latitute td@approaching the pole,
as shown in Figure 20.

Tile3

Tile2

Tilel

Figure 20: Reduced Gaussian grid.
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dimensions:
ntiles = 6;
ncontact = 5;
string = 255;
variables:

char mosaic(string);
char gridtiles(nfaces,string);
char contacts(ncontact,string);
mosaic = "Hortal";
mosaic:standard_name = "grid_mosaic_spec";
mosaic:mosaic_spec_version = "0.2";
mosaic:children = "gridfaces";
mosaic:contact_regions = "contacts";
mosaic:grid_descriptor = "reduced_gaussian_grid";
gridtiles =
"Tilel",
"Tile2",
"Tile3";
contacts =
"Hortal:Tilel::Hortal:Tilel",
"Hortal:Tile2::Hortal:Tile2",
"Hortal:Tile3::Hortal:Tile3",
"Hortal:Tilel::Hortal:Tile2",
"Hortal:Tile2::Hortal:Tile3";

contact = "Hortal:Tilel::Hortal: Tile1";

orient = "Y:Y";

anchor = "1 1 5 1"

contact = "Hortal:Tile2::Hortal: Tile2";
orient = "Y:Y";

anchor = "1 1 7 1"

contact = "Hortal:Tile3::Hortal: Tile3";
orient = "Y:Y";

anchor = "1 1 5 1"

contact = "Hortal:Tilel::Hortal: Tile2";
orient = "X:X";

anchor = "1 2 1 1"

contact = "Hortal:Tile2::Hortal: Tile3";
orient = "X:X":

anchor = "1 5 1 1%

(13)
The reduced Gaussian grid of Figure 20 is represented as aicrmfsmultiple
grid tiles, each of which is restricted to a latitude band] has different longitudinal
resolution.

e The mosaic as a whole has ttegluced_gaussian_grid descriptor.
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e It consists of 3 tiles, as shown in Figure 20, and 5 contadbrsy The first
3 contacts express periodicity ik within a tile; the last two express contacts
between tiles at the latitude where the zonal resolutiongés.

4.4. Tripolar grid

The tripolar grid of Figure 2 is a LRG mosaic consisting of age tile. The tile
is in contact with itself in the manner of a sheet of paperddldn half. In theX
direction, we have simple periodicity. Along the north edidpere is a fold, which is
best conceived of a boundary in contact with itself with reee orientation. Thus,
given a tripolar grid callednurray of M x N points, we would have:

contact = "murray::murray X"
orient = "Y:Y";

anchor = "1 M 1 1%

contact = "murray::murray Y";
orient = "X:-X";

anchor = "1 N M N; 14

4.5. Unstructured triangular grid

We show here an example of fields on a UTG following the FVCOMnegle of
Section 3.4. The example shows vertex-centred scalarsedircentered velocities:

variables:
float u(nele);
u:standard_name = "eastward_velocity";
u:staggering = "cell _centred";
float v(nele);
v:standard_name = "northward_velocity";
v:staggering = "cell_centred";
float t(node);
t:standard_name = "temperature";
t:staggering = "vertex_centred";
GLOBAL ATTRIBUTES:
gridspec = "foo.nc"; (15)

5. Gridspec implementations

There are two pioneering implementations of the Mosaic §péd. One is a complete
XML schema developed on the basis of the Gridspec; the agleecomplete netCDF-
3 implementation.
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5.1. The GENIE Gridspec

The GENIE project® has the objective of building a Grid-based Earth system inode
that will built out of component models drawn from variougesiacross the Grid.
Component models will be on their own grid mosaics; the Guaédswill be used to
generate custom coupler and regridding code on the badie ¢tRISM/OASIS cou-
pler using the BFG (Dahl 1982).

The implementation was done completely in XML. To quote GENIE Grid-
spedé’,

The gridspec has been implemented as an XML schema in pnetete
NetCDF to fit in with the XML metadata implementation used by@
eventually the gridspec should be available in both Net@Bb+énd XML
formats, making it accessible to a wide range of Earth systexdelling
tools and programs.

Indeed, the second implementation cited here uses the Re8CEpecification of
the Gridspec.

5.2. The GFDL implementation

The GFDL Earth system models have long usedttehange grigBalaji et al. 2006b)
as a means of flexible transfer between model componentgdepémdent grids. The
exchange grid can be expensive to compute, and so has alwaypspoe-computed
and stored as a netCDF file within GFDL. As we expand the scépriomodels
to include mosaics (for instance, a cubed-sphere atmasphedel), it has become
necessary to revise the grid specification. It was in thege®of this revision that the
Mosaic Gridspec was devised.

The Mosaic Gridspec 0.2 specification is currently beingaegd in GFDL pro-
duction codes that couple an atmosphere cnlze_sphere_grid , an ocean and

a sea-ice model on @ipolar_grid , and a land model on at_lon_grid
The same Gridspec is also used for transformations of saatado@tween the various
grids.

A complete suite of netCDF files expressing this gridsped,aaset of C programs
for generating these, are being made available throughiBajed page.

6. Summary

The grid specification proposed serves two purposes: imwartontexts, these pur-
poses have been describeddascriptiveandprescriptive semanticandsyntactic or

http://www.genie.ac.uk
Yhttp://source.ggy.bris.ac.uk/wiki/GENIE_Gridspec
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discoveryandusemetadata. The first purpose serves up information for huroan c
sumption: attaching this metadata to model output will émaluser to ask several key
guestions to understand its content, find out whether intle=dataset meets a given
scientific need. The second purpose is to delve further arfdrpe operations upon
datasets: as stated in Section 1.3, these include commerflyrmed scientific anal-
ysis and visualization: differential and integral calailn vector and scalar fields;
and transformations from one grid to another. The intenhas given the existence
of a standard representation of grids, many of these opesatiill be abstracted into
commonly available tools and analysis packages, and imfagtbe available as web
services.

An abstract representation (UML diagram) of the first classietadata is shown
in Figure 21. Itis expected that this content will eventyalbpear as part of a standard
XML schema to be applied to data discovery. The content efdtihema will be part of
extensible controlled vocabularies to be defined by thegpmate domain specialists.

The second class of metadata is far more detailed (FigureTA® UML diagram
shows schematically how locations, distances, areas daohes of grid cells are con-
ceptually linked into a structure culminating in a grid mies&Vhile also in principle
represented by a schema, these metadata are likely to leeitagize and stored in
datasets in some standard data format, netCDF being theicahexample shown
here.

It is possible to deduce the semantic content from the s{intdor instance, one
could work out whether a model used a C-grid by comparingoresnhd scalar field
locations. Nonetheless, it would be recommended and phpbamndatory to include
the very useful semantic descriptors. Validators could $eluio address the consis-
tency problem and ensure that the redundant informationmnagsed correct.

The draft specification, accompanied by prototype toolgpfoducing and using
some example gridspec files, will be released to the CF coriynmrearly 2007.
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